Two-dimensional physical-based inversion of confined and unconfined aquifers under unknown boundary conditions
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ABSTRACT

An inverse method is developed to simultaneously estimate multiple hydraulic conductivities, source/sink strengths, and boundary conditions, for two-dimensional confined and unconfined aquifers under non-pumping or pumping conditions. The method incorporates noisy observed data (hydraulic heads, groundwater fluxes, or well rates) at measurement locations. With a set of hybrid formulations, given sufficient measurement data, the method yields well-posed systems of equations that can be solved efficiently via nonlinear optimization. The solution is stable when measurement errors are increased. The method is successfully tested on problems with regular and irregular geometries, different heterogeneity patterns and variances (maximum $K_{\text{max}}/K_{\text{min}}$ tested is 10,000), and error magnitudes. Under non-pumping conditions, when error-free observed data are used, the estimated conductivities and recharge rates are accurate within 8% of the true values. When data contain increasing errors, the estimated parameters become less accurate, as expected. For problems where the underlying parameter variation is unknown, equivalent conductivities and average recharge rates can be estimated. Under pumping (and/or injection) conditions, a hybrid formulation is developed to address these local source/sink effects, while different types of boundary conditions can also exert significant influences on drawdowns. Local grid refinement near wells is not needed to obtain accurate results, thus inversion is successful with coarse inverse grids, leading to high computation efficiency. Furthermore, flux measurements are not needed for the inversion to succeed; data requirement of the method is thus not much different from that of interpreting classic well tests. Finally, inversion accuracy is not sensitive to the degree of nonlinearity of the flow equations. Performance of the inverse method for confined and unconfined aquifer problems is similar in terms of the accuracy of the estimated parameters, the recovered head fields, and the solver speed.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Model calibration is a standard tool for developing predictive hydrogeologic models. In both confined and unconfined aquifers, groundwater flow is not only influenced by the intrinsic hydraulic parameters of the aquifer, e.g., hydraulic conductivity ($K$), transmissivity ($T$), and storage coefficients, but also these source/sink effects due to areal recharge (or inter-formational leakage), evapotranspiration, and well operations. For a variety of scientific and management purposes, there exists a need to estimate not only the hydraulic parameters of the aquifers, but also the parameters that characterize these source/sink strengths. However, the simultaneous estimation of $K$ (or $T$) and source/sink rates suffers a well-known issue of parameter identifiability. For example, if a homogenous unconfined aquifer is receiving uniform recharge, the flow equation becomes: $\nabla^2 (h^2) = -2 N/K$, where $\nabla^2$ is the Laplace operator and $N$ is the recharge rate. Clearly, as long as the ratio of the recharge rate versus conductivity remains the same, infinite combinations of these two parameters can yield identical hydraulic head distribution in the aquifer. In this case, fitting or inverting only the hydraulic head data cannot lead to the unique estimations of these two parameters. This is a limitation that cannot be overcome with any inverse methods. In this study, groundwater fluxes that are sampled in the subsurface under non-pumping conditions or well rates that are sampled at the surface under pumping (or injection) conditions are used to supplement the hydraulic head measurements in developing a new steady-state inverse method for both confined and unconfined aquifers. Based on these measurements, the method is able to simultaneously estimate hydraulic conductivities and recharge rates for aquifers where both parameters are also spatially inhomogeneous. In the following sections, a brief review of the existing techniques is provided, highlighting the need and motivation for developing the new inverse method.

A variety of techniques exist for estimating aquifer conductivities and recharge rates. On the one hand, traditional aquifer test methods develop type curves based on the assumption that aquifer
conductivity is homogeneous or aquifer exhibits simple layering [1], although conductivity estimated with such assumptions can exhibit “scale effect” due to aquifer heterogeneity [2–4]. Other techniques employ slug tests, borehole flowmeters, and geophysical measurements to estimate the conductivities of small aquifer volumes near wellbores [5–8]. Methods have also been developed that combine geostatistics with the inverse theory to directly infer heterogeneous aquifer conductivity while quantifying its estimation uncertainty [13–15]. In most studies, however, source/sink effects such as the recharge rates were either not accounted for, assumed to be known (e.g., negligible recharge is a common assumption), or were eliminated using specialized formulations. On the other hand, extensive investigations have been carried out to estimate aquifer recharge, usually for confined systems [16]: some are based on water or chemical mass balances [17–21], others infer the recharge rates from physical-based, vadose-zone or rainfall-runoff models [22–24], while still others use model calibration and the inverse theory to infer recharge as one or more unknown parameters [25]. With the exception of model calibration, which can be used to simultaneously estimate hydraulic conductivities along with the recharge rates, many methods assume aquifer conductivity to be known, homogeneous, or piecewise homogeneous. For confined aquifers, recharge typically occurs as leakage, for which inverse methods are frequently used to infer the rates [26].

To estimate both conductivity and the recharge rate, many inverse methods are developed based on minimizing an objective function, which is typically defined as a form of mismatch between the measurement data and the corresponding model simulated values. During inversion, parameters are updated iteratively using a forward model, which requires the specification of the model boundary conditions (BC). However, in real aquifers, BC are typically unknown and assumptions of model BC may not reflect the actual subsurface conditions. To address this, Irsa and Zhang [9] developed a steady-state inverse method for confined aquifers by adopting a set of approximating functions for hydraulic heads and groundwater fluxes. The method, which did not rely on objective functions, can simultaneously estimate a single K, flow fields, and BC. However, source/sink effects (e.g., recharge, well operation) could not be accommodated, while the approximating functions employ polynomials without being attributed any physical meanings. To add source/sink, [27] extended this method by superposing analytical flow solutions to generate the approximating functions. Using nonlinear optimization, multiple conductivities (Ks) and multiple recharge rates (Ns) can be simultaneously estimated. Using observed heads and as few as a single pumping rate, the method was successfully tested on one-dimensional (1D) unconfined aquifer problems that are subject to various source/sink effects. Interestingly, for problems where the underlying parameter variabilities are unknown (e.g., the aquifer is assumed homogeneous with a constant recharge), equivalent conductivities and average recharge rates can be obtained. The method thus handles model “structure errors”, whereas the inverse parameterization simplifies or complexifies the true parameter fields. However, only 1D flows in simple geometries were tested, ability of this physical-based approach for solving realistic problems remains unknown. In particular, for problems with a pumping well, local grid refinement was needed to obtain accurate inverse solutions.

This paper extends and enhances the earlier studies by inverting two-dimensional aquifer problems with realistic source/sink effects, for both confined and unconfined aquifers with heterogeneous conductivity and recharge rates. By developing a set of hybrid approximating functions, an improved unified theory is presented, which addresses both non-pumping and pumping conditions. The problems explored in [9] under non-pumping conditions (i.e., subsurface groundwater fluxes must be sampled) and in [27] for 1D flows under more general conditions are shown to be subsets or special cases of the unified theory. In the new formulation, well test solutions are implemented locally and inversion can be successfully carried out using a coarse grid. Local grid refinement (LGR) at the wells is not needed. This new formulation, which was not explored in the earlier studies, results in significant computational savings as the inversion system of equations remains small. Although using well tests to infer aquifer parameters has been investigated extensively in the literature for both homogeneous and heterogeneous media [28–35], areal source/sink effects are typically ignored and the aquifer boundaries must be placed far away from the well (alternatively, a suitably small aquifer K or well pumping rate was assumed). Therefore, with these methods, neither areal source/sink nor aquifer BC can influence pumping and the associated drawdowns. In the new formulation, for both confined and unconfined aquifers, BC can significantly affect drawdowns at the wells, e.g., a barrier wall placed close to a well resulting in increased drawdown compared to that of an infinite-BC solution. In addition, drawdowns can be simultaneously impacted by the BC and areal recharge, which does not affect the accuracy of parameter (and BC) estimation. The method can therefore address realistic problems where pumping (and/or injection) can be influenced by areal source/sink and nearby boundary characteristics.

The goals of this study are threefold: (1) We investigate the new physical-based approach (i.e., hybrid formulation) for inverting flows in confined and unconfined aquifers under both non-pumping and pumping conditions. (2) For problems where the underlying heterogeneities are unknown, we investigate whether equivalent conductivities and average recharge rates can be found. That is, at hydrogeological sites where highly detailed measurements are unattainable, can inverse methods provide estimates of large scale aquifer parameters that can represent the effects of unresolved small-scale variations? As demonstrated in a suite of upscaling studies [11,12], simplified hydrofacies models with equivalent parameters can capture certain bulk flow and conservative tracer transport behaviors without resolving all the detailed heterogeneity. (3) Comparing the performance of the inverse method between confined and unconfined flow problems, is the inversion accuracy affected by the degree of nonlinearity in the flow equation?

A fundamental contribution of our series of studies is to prove, via the new inverse method, that boundary condition information is not needed for estimating aquifer parameters, i.e., both the conductivities and the recharge rates. With the objective-function-based inversion techniques, hydraulic head and flux BC must be specified along the entire model boundary, because these methods require the repeated simulations of a forward model in order to minimize the objective function. For example, the often-adopted no-flux BC is in effect specifying a zero flux across the Neumann-type boundaries. One issue with these techniques lies in the fact that BC are typically unknown in real aquifers, and if a wrong set of BC is assumed, parameters estimated using objective functions are likely non-unique. As demonstrated in [9], two different sets of BC can give rise to two different flow fields both of which can perfectly fit the same observation data (3 heads and 1 flow rate), yielding a zero objective function. Although BC can be calibrated to evaluate its impact on parameter estimation, such an approach is likely inefficient. As demonstrated in [9], infinite combinations of parameters and BCs can fit the same observed data and non-uniqueness in calibrating the model parameters and model BC can only be eliminated at the limit where the observed data are sampled everywhere. These issues motivated our studies where we have demonstrated, via the new inverse method, that groundwater fluxes or well rates that are sampled anywhere in the solution domain can effectively replace the need for specifying the
model BC. Moreover, another issue with the objective-function based techniques is computation efficiency. For example, using global optimization (i.e., genetic algorithm, neural net, and others), thousands or more boundary value problems (BVPs) must be solved in the forward mode to minimize the objective function (and if BC are also calibrated, more BVPs must be solved). In our method, given appropriate measurement data, both parameters and unknown model BC can be simultaneously estimated without using objective functions. It is computationally efficient because the inversion involves a single step of equation assembly — repeated solutions of the BVPs are not needed (an exception is when the inverse method is combined with geostatistics, whereas many parameter realizations are inverted to account for uncertainty in the static data [36]).

In the remainder of this article, the groundwater flow equations and the unified inverse theory implementing a hybrid formulation are introduced first, followed by results testing the theory for a variety of confined and unconfined aquifer problems. In each test problem, synthetic forward models are used to generate the true observation data under a set of true model BC. These data are provided to inversion to estimate model parameters and model BC, which are then compared to those of the forward models. The stability of the inverse solution is tested against increasing measurement errors. The issue related to model “structure errors” is also explored by estimating equivalent or average parameters when the parameter variability is unknown to inversion.

2. Theory

This study focuses on the inversion of a single confined or unconfined aquifer. In this section, mathematical equations describing groundwater flow are first presented, followed by the introduction of the inverse theory, the fundamental approximating functions of inversion, and the nonlinear solution techniques employed. Similar to [9], the Dupuit–Forchheimer assumption is adopted, which assumes negligible vertical flow. The aquifer can therefore be modeled in two-dimensions along the horizontal plane. For homogeneous aquifers, a “rule of thumb” was proposed by Haitjema and Mitchell-Bruker [10], defining conditions under which the Dupuit–Forchheimer assumption is satisfied, namely lateral length of aquifer domains in this work, $L \geq \sqrt{K_s H}$, where $K_s$ and $K_r$ are horizontal and vertical conductivities ($K_d/K_r$ is 1.0 in our cases), $L$ is distance between hydrogeological boundaries (i.e., lateral length of aquifer domains in this work), and $H$ is aquifer thickness. All the test problems of this study are designed following this criterion, which results in negligible vertical flow, even when conductivity and recharge rates are inhomogeneous.

Under the Dupuit–Forchheimer assumption, steady state groundwater flow equation in a confined aquifer with source/sink effects is written as:

$$\frac{\partial}{\partial x} \left( K_b \frac{\partial h(x,y)}{\partial x} \right) + \frac{\partial}{\partial y} \left( K_b \frac{\partial h(x,y)}{\partial y} \right) + N(x,y) + Q \delta(x_0,y_0) = 0 \text{ on } \Omega \tag{1}$$

where $h(x,y)$ is hydraulic head $[L]$, $K_b$ is depth-averaged, locally isotropic hydraulic conductivity $[L/T]$, $N(x,y)$ is areal source/sink rate $[L^2/T]$ (only recharge is investigated), $Q$ is pumping or injection rate at point $(x_0,y_0)$ $[L^2/T]$ (wellbore radius is assumed zero), $b$ is the saturated thickness, $\Omega$ is the solution domain. The aquifer problems in this work have a horizontal base which is set as the hydraulic head datum.

Model boundary conditions are a combination of no-flux and the Dirichlet-type boundary conditions:

$$h = g(x,y) \text{ on } \Gamma$$ \tag{2}

where $\Gamma$ is the Dirichlet-type domain boundary and $g(x,y)$ describes a set of specified heads on $\Gamma$.

Under the same Dupuit–Forchheimer assumption, steady state groundwater flow equation in an unconfined aquifer with source/sink effects is written as:

$$\frac{\partial}{\partial x} \left( K_h \frac{\partial h(x,y)}{\partial x} \right) + \frac{\partial}{\partial y} \left( K_h \frac{\partial h(x,y)}{\partial y} \right) + N(x,y) + Q \delta(x_0,y_0) = 0 \text{ on } \Omega \tag{3}$$

where $h(x,y)$ is confined aquifer hydraulic head which is identical to the saturated thickness for the chosen head datum. Similar to the boundary conditions of the confined aquifer, no-flow and Dirichlet boundaries are used.

2.1. Inverse method

The inversion method enforces two constraints: (1) global continuity of the hydraulic head and Darcy fluxes throughout the solution domain $\Omega$; (2) local conditioning of the inverse solution to observed hydraulic heads, fluxes, and/or flow rates. The continuity equations are written as:

$$\int R_h(\Gamma_j) \delta(p_j - e) d\Gamma_j = 0, \quad j = 1, \ldots, m \tag{4}$$

$$\int R_q(\Gamma_j) \delta(p_j - e) d\Gamma_j = 0, \quad j = 1, \ldots, m \tag{5}$$

where $R_h(\Gamma_j)$ and $R_q(\Gamma_j)$ are the residuals of a set of approximating functions of hydraulic head and Darcy fluxes at the $j$th cell boundary (or element interface) in the inversion grid, respectively. $m$ is the total number of element interfaces. $\delta(p_j - e)$ is the Dirac delta weighting function which samples the residual functions at a set of collocation points $(p_j)$ on $\Gamma_j$. A value of 1.0 is assigned to this function; the continuity constraint is therefore strongly enforced. Both residual equations can be further expanded as:

$$R_h(\Gamma_j) = \overline{R}(\Gamma_j) - \overline{R}(\Gamma_j) \tag{6}$$

$$R_q(\Gamma_j) = \overline{q}(\Gamma_j) - \overline{q}(\Gamma_j) \tag{7}$$

where $\overline{h}$ and $\overline{q}$ are a set of proposed fundamental solutions of inversion (next), $i$ and $k$ denote cells in the inversion grid adjacent to the element interface $\Gamma_j$. For 2D inversion in a horizontal coordinate $(x,y), \overline{q} = \{ q_x, q_y \}$. The fundamental solutions are conditioned at measurement locations:

$$\delta(p_j - e)(\overline{h}(p_j) - h^3) = 0 \tag{8}$$

$$\delta(p_j - e)(\overline{q}_x(p_j) - q^x_e) = 0 \tag{9}$$

$$\delta(p_j - e)(\overline{q}_y(p_j) - q^y_e) = 0 \tag{10}$$

where $p_j$ is a measurement point, $h^3, q^x_e$ and $q^y_e$ are the measured head and flux data, $\delta(p_j - e)$ is a weighting function assigned to the equations to reflect the magnitude of the measurement errors. $\delta(p_j - e)$ is generally proportional to the inverse of the error variance [26]. When measurement error is high, the weighting function is adjusted to be smaller; when measurements are error free, $\delta(p_j - e) = 1$. In this study, for select aquifer problems, inverse results under both error-free and random measurement errors are investigated to evaluate the accuracy and instability of the inversion under increasing measurement errors.

Eqs. (9) and (10) are optional. When non-pumping conditions are investigated, these equations must be available to inversion to allow the unique and simultaneous estimation of the parameters (see discussion in Section 1). In these cases, subsurface fluxes
must be sampled and provided to inversion as observation data in addition to the hydraulic heads. However, under pumping conditions, the pumping and/or injection rates \( Q \) are considered known observation data. In these cases, Eqs. (9) and (10) are not used and the inverse solution is conditioned to the well rate(s) implicitly, as discussed below.

### 2.2. Fundamental solutions

A key component of the physical-based inverse method is the adoption and superposition of analytical flow solutions as the fundamental solutions of inversion [27]. The analytical solutions can be developed for homogeneous aquifers with uniform hydraulic conductivity and recharge rate; therefore the analytical solutions are applicable to describing flow in either individual grid cells or within individual hydraulic zones with homogeneous parameters. Under this assumption, Eq. (1) of the confined aquifer becomes:

\[
K \frac{\partial}{\partial x} \left( \frac{\partial h(x,y)}{\partial x} \right) + K \frac{\partial}{\partial y} \left( \frac{\partial h(x,y)}{\partial y} \right) + N(x,y) + Q \delta(x_0,y_0) = 0 \quad \text{on } \Omega,
\]

where \( K, N, b \) and \( Q \) are the hydraulic conductivity, recharge rate, saturated thickness of the homogeneous sub-domain \( \Omega \), and pumping or injection rate inside \( \Omega \), respectively. For this equation, an analytical solution can be found:

\[
\overline{h}(x,y) = a_1 + a_2x + a_3y + a_4xy - \frac{N}{2Kb}(a_5x^2 + (1 - a_5)y^2) + \frac{Q}{2\pi Kb} \ln \left( (x - x_0)^2 + (y - y_0)^2 \right)^{\frac{1}{2}} \quad \text{on } \Omega,
\]

where \( a_1, a_2, a_3, a_4 \) and \( a_5 \) are a set of unknown coefficients. In Eq. (12), the first four terms reflect a background flow field due to large-scale hydraulic boundary effect extending beyond \( \Omega \); the 5th term describes flow induced from local recharge internal to \( \Omega \), and the last term describes pumping or injection induced change on the hydraulic head internal to \( \Omega \). Using Darcy’s law, Darcy flux can be written as a set of analytical solutions:

\[
\overline{q}_i(x,y) = -K \left( a_1 + a_2x + a_3y + a_4xy - \frac{N}{2Kb}(a_5x^2 + (1 - a_5)y^2) + \frac{Q(x-x_0)}{2\pi Kb((x-x_0)^2 + (y-y_0)^2)} \right) \quad \text{on } \Omega,
\]

\[
\overline{q}_j(x,y) = -K \left( a_1 + a_2x - (1-a_5)y - \frac{N}{2Kb}(a_5x^2 + (1 - a_5)y^2) + \frac{Q(y-y_0)}{2\pi Kb((x-x_0)^2 + (y-y_0)^2)} \right) \quad \text{on } \Omega,
\]

In inversion, \( K \) and \( N \) of the sub-domain are unknown parameters to be estimated. Eq. (11) is discretized over the inversion grid and the above coefficients become cell-wise constants: \( x^T = [a_1, a_2, a_3, a_4, a_5, K, N] \), \( i = 1, \ldots, M \) (number of grid cells), where \( x \) is the inverse solution, the superscript \( T \) denotes transpose. In this work, a deterministic zoned parameterization is adopted to populate \( K \) and \( N \) in the aquifer. With this scheme, the number of equations to be solved are reduced and the solution becomes: \( x^T = [a_1, a_2, a_3, a_4, a_5, K', N'] \), \( l = 1, \ldots, M, m = 1, \ldots, L \) (number of hydraulic conductivity zones), \( n = 1, \ldots, H \) (number of recharge zones). Other than the imposed parameterizations, however, no other prior information equations are used in inversion.

In the case of an unconfined aquifer subject to areal recharge to the water table, the flow equation of a locally homogeneous sub-domain \( \Omega \) is:

\[
K \frac{\partial}{\partial x} \left( \frac{\partial h(x,y)}{\partial x} \right) + K \frac{\partial}{\partial y} \left( \frac{\partial h(x,y)}{\partial y} \right) + N(x,y) + Q \delta(x_0,y_0) = 0 \quad \text{on } \Omega,
\]

where \( N \) and \( K \) are parameters that are constant in the sub-domain. Similarly, an analytical solution of hydraulic head in the sub-domain can be written as:

\[
\overline{h}(x,y) = \left( a_1 + a_2x + a_3y + a_4xy - \frac{N}{2(1-a_5)}(a_5x^2 + (1 - a_5)y^2) \right)^{\frac{1}{2}} \quad \text{on } \Omega.
\]

The analytical solutions of the Darcy flux are written as:

\[
\overline{q}_i(x,y) = -K \left( a_1 + a_2x - a_3y \right) \left( x - x_0 \right) \left( y - y_0 \right) + \frac{Q(x-x_0)}{2\pi Kb((x-x_0)^2 + (y-y_0)^2)} \quad \text{on } \Omega,
\]

\[
\overline{q}_j(x,y) = -K \left( a_1 + a_2x + a_3y \right) \left( x - x_0 \right) \left( y - y_0 \right) + \frac{Q(y-y_0)}{2\pi Kb((x-x_0)^2 + (y-y_0)^2)} \quad \text{on } \Omega.
\]

Similar to the confined aquifer case, both the conductivity and the recharge rate are distributed in the model with a zoned parameterization.

For both confined and unconfined aquifers, this study first investigates problems without pumping or injection for which subsurface flux measurements must be sampled and provided to inversion as observation data. For these problems, the approximating functions can be obtained by setting \( Q = 0 \) in Eqs. (11)–(18). In addition, for problems where the underlying parameter variability(s) are unknown, inversion aims to estimate a set of equivalent or average parameters, e.g., equivalent conductivity \( K_{eq} \) and an average recharge rate \( \overline{N} \). To estimate these parameters, the parameterization of the inverse method is slightly modified. For example, the measurement data can be sampled from a forward model with several hydraulic conductivity and recharge zones, but the inverse solution is parameterized as: \( x^T = [a_1, a_2, a_3, a_4, a_5, K_{eq}, \overline{N}] \) (if \( K \) and \( N \) are assumed homogeneous in the entire solution domain, thus the estimates are one equivalent conductivity and one average recharge rate), or \( x^T = [a_1, a_2, a_3, a_4, a_5, K_{1eq}, K_{2eq}, \overline{N}_1, \overline{N}_2] \) (two equivalent conductivity zones and two recharge zones are identified), etc.

This study next investigates situations with pumping and injection wells (in these problems, subsurface flux measurements are not needed). To represent pumping and injection induced changes on aquifer heads, Eqs. (11)–(18) are implemented in a hybrid formulation, where the well rate \( Q \) is specified to the well cell only (i.e., an inverse grid cell which hosts the well) but is zero outside the well cell. In this formulation, the size of the well cell must be adjusted so it is sufficiently large to accommodate a number of measured heads from nearby observation wells with approximately the same values. The well size is also influenced by the proximity of the aquifer boundaries – if the influence from boundary conditions to pumping or injection is significant, the well cell dimension is accordingly reduced. However, if the BC influence on pumping or injection is insignificant, the well cell can encompass a greater area. The adoption of
the hybrid formulation leads to significant computational savings, as the number of unknown coefficients is reduced compared to that using local grid refinement in order to capture high-gradient flows [27]. In inverting higher dimensional problems, local grid refinement at each well can lead to significantly larger equation systems, incurring higher computational costs.

For any of the confined or unconfined problems, once the inverse solution is found, i.e., both the estimated parameters and a set of recovered head and flux approximating functions (one set for each inversion grid cell), hydraulic head boundary conditions can be obtained by sampling the appropriate head functions at the boundary locations. Similarly, flux boundary conditions can be obtained by sampling the appropriate flux functions at the boundaries. In this work, all the inverted boundary conditions are presented as hydraulic head values.

2.3. Solution techniques

Eqs. (4) and (5) are written at all the m cell interfaces in the inversion grid; Eqs. (8)–(10) are written at the locations where the measurement data are available. The inverse system of equations is assembled, which can be under-determined, exact, or over-determined (for the aquifer problems of this study, all systems of equations are over-determined, because under-determined problems generally yield poor solutions). The coefficients of the fundamental solutions are the unknowns, along with the parameters to be estimated. Due to the nonlinearity in the fundamental solutions, all equations are nonlinear and are solved with two gradient-based local optimization algorithms, i.e., Levenberg–Marquardt and Trust-Region-Reflective. Both algorithms are implemented in the Matlab nonlinear solver, lsqnonlin, which solves a nonlinear least-squares problem of the form (The Mathworks, 2012):

$$\text{mix}_x f(x)_2^n = \text{mix}_x \left( f_1(x)^2 + f_2(x)^2 + \cdots + f_n(x)^2 \right)$$

(19)

where \( x \) is solution of the system of equations and \( n \) is number of equations. With lsqnonlin, constraints can also be placed on the values of \( x \), e.g., enforcing positive values for \( K \) and the recharge rates.

The above optimization algorithm requires that initial guess of \( x \) be provided. For the confined aquifer cases, the initial guess \( (x_0) \) was given an arbitrary set of values. For well-posed problems (i.e., measurement data are of sufficient density and accuracy), numerical experiments with different \( x_0 \) yielded identical inverse results. However, for the confined aquifer cases, arbitrary \( x_0 \) values can lead to a non-convergence of the iterative solver. These problems have a greater degree of nonlinearity compared to the confined problems. Thus, the initial guess \( (x_0) \) was computed by minimizing Eqs. (8)–(10) with an one-cell inversion grid (the continuity equations were excluded from the system of equations). The values obtained were then used as the initial guess for full inversion. This approach is similar to fitting an analytical model to an equivalent homogeneous media of a heterogeneous aquifer, and therefore \( x_0 \) values reflect a set of equivalent parameters. With this treatment, inversion yielded stable results for all the unconfined problems tested.

In generating \( x_0 \), the hydraulic conductivity or recharge parameterization needs not be identical to that adopted in full inversion. For example, we can estimate a single conductivity or a single recharge rate even if the full inversion estimates a number of conductivities and recharge rates. These initial guesses, in effect, provide a set of rough averages for these parameters. Numerical experiments indicate that when the problem is well conditioned, starting the full inversion with different \( x_0 \) yields identical outcomes. Another benefit of the reduced parameterization approach is that reasonable \( x_0 \) values can be generated with few measurement data, which is useful in field reconnaissance situations where initially only limited measurements are available.

The inverse method, similar to the objective-function based inversion techniques, may suffer ill posedness when insufficient and/or noisy data are supplied to condition the solution. Thus, (1) solution may not exist; (2) solution may not be unique; (3) solution may be unstable. Generally, the accuracy of the inverse method depends on the location, quantity, and quality (accuracy) of the observation data. Given sufficient and accurate data which yield exact or over-determined systems of equations, the inverse method becomes well-posed, leading to fast, stable, and accurate solutions. In this work, sufficient data (of varying qualities) are provided to inversion, leading to a set of over-determined equations.

3. Results

In this work, inversion quality is determined by comparing the estimated parameters (hydraulic conductivities, recharge rates) and the recovered hydraulic head field (including the boundary head) to those of several synthetic “true” models. These forward problems are used to generate the “true” observation data under a set of true model BC. These problems are created with detailed finite-difference forward flow simulations by MODFLOW2000, which is implemented in the software Groundwater Vista. However, Vista adopts the English units. In the following paragraphs, dimensions for all relevant quantities implicitly assume a consistent set of units (head in ft, \( K \) and \( N \) are in ft/d, \( q \) in ft/d, \( Q \) in ft\(^2\)/d), thus units of some parameters are not labeled. The synthetic problems employ either a regular or irregular computational domain, as explained below.

For the regular-domain problems, seven confined aquifer cases are investigated. For cases 1–6, pumping and injection wells are not used (all wells are observation wells), for which a set of \( Ks \) and \( Ns \) are estimated. For cases 5 and 6, equivalent \( K_0 \) and average \( N \) are estimated to evaluate the issues associated with model structure errors. For case 7, a confined problem is solved with one pumping well and one injection well. Next, three unconfined aquifer cases are investigated, without pumping and injection wells. For one of the cases, equivalent parameters are also estimated.

For the irregular-domain problems, one confined aquifer problem is inverted first, without and with pumping and injection wells. An unconfined problem is inverted next, without and with wells.

For the select cases above, stability tests are conducted to evaluate the accuracy of the outcomes under increasing magnitude of the head measurement errors. As the true model is a solution of the finite difference method (FDM), measurements sampled from this solution (“true heads”) are considered approximately error-free, but they do contain minor discretization and solution errors. To impose measurements errors, hydraulic heads computed by the FDM are corrupted by noise: \( h^m = h^{FDM} + \Delta h \), where \( h^m \) is the measured head provided to inversion, \( h^{FDM} \) is the head sampled from the FDM, and \( \Delta h \) is the measurement error or noise. The highest noise imposed on the true heads is ±5% of the total head variation. These variations are fairly large, i.e., \( \Delta h \) of ±5% results in a set of head measurements that fluctuate over an interval that is 10% of the total head change in the system. The larger errors are imposed mainly to test stability of the inversion. We assume that only hydraulic head data are subject to errors. Measurements of Darcy fluxes, when sampled from the FDM model, are not corrupted by noises. For the cases investigating pumping tests, the true well rates are provided to inversion without errors.
3.1. Regular domain

3.1.1. Confined aquifer cases

For the first 4 cases, the FD forward models (50 × 50 grid; \( L_x = 1000 \) ft, \( L_y = 1000 \) ft) are a suite of numerical solutions of two-dimensional groundwater flow in a confined aquifer driven by various leakage rates under otherwise similar boundary conditions (Fig. 1). True parameter values of each model are presented in Table 1.

For cases 1 and 2, 24 heads were measured at 24 fictitious observation well locations along a quasi-regular grid. A single flux component \( q_x^e \) was measured in the top leftmost corner of the model. For case 3, the same 24 head measurements were made, but 4 flux components were measured randomly. Compared to cases 1, 2, and 4, where \( K \) variation ranges from small to modest (i.e., the highest \( K_{\text{max}}/K_{\text{min}} \) is 100), case 3 investigates strong aquifer \( K \) variation with a \( K_{\text{max}}/K_{\text{min}} \) of 10,000. For case 4, 36 heads in a quasi-regular pattern and 1 flux at the top leftmost corner of the model were measured. In this case, more parameters are estimated compared to the other cases (Fig. 1c). Accordingly, more measurement data were provided to inversion.

For all cases, when error-free head data are used to condition the inverse solutions, the estimated conductivities and recharge rates are close to those of the true models, i.e., the absolute estimation error \( |K_{\text{true}} - K_{\text{est}}| \) is \( \approx 5\% \) of the true parameter values, with the largest error of \( \approx 8\% \). When observed heads with \( \pm 1\% \) measurement error are used, the estimated conductivities and recharge rates are still reasonable, with the absolute relative error (i.e., \( |K_{\text{true}} - K_{\text{est}}|/K_{\text{true}} \times 100\% \)) up to 14\%. When the head error is \( \pm 5\% \), parameter estimation becomes less accurate – the maximum absolute relative error is now up to 90\%. However, all cases tested yield stable solutions. It is important to point out that all the inverse solutions are computed with small grids (Table 1). Therefore, the inversion systems of equation are accordingly small, leading to high computation efficiency. Typically, one inversion run takes about 1–3 s to complete on a PC laptop.

In case 3, \( K_{\text{max}}/K_{\text{min}} \) tested is 10,000. Fig. 2 presents its computational domain and the comparison between the inverted heads and the true FD heads along a 1D profile which extends from the inlet boundary to the outlet boundary. With a small (2 × 2) grid, the inverted heads are very accurate throughout this profile. However, when the head measurement error reaches \( \pm 5\% \), the inverted heads become less accurate. In this case, the inverted head profile overestimates the true head profile by \( \sim 10\% \) in the low-conductivity K1 zone, but head profile is accurate in the high-conductivity K2 zone. For all the error levels tested, the inversion is stable. Fig. 3 further compares the hydraulic head contours for the three tested error levels. This comparison suggests good to fair accuracy in the head recovery throughout the computational domain. The accuracy degrades with increasing head measurement errors, as expected.

Two additional confined aquifer problems are solved. Case 5 has a computational domain, grid size, \( K \) values, and observation locations that are identical to those of case 4. However, in simulating its forward model, \( N \) is specified zero throughout the model domain. Without any measurement errors, the inversion yields: \( K_1 = 1 \), \( K_2 = 82.8 \) and \( K_3 = 7.7 \), \( N_1 = -1.19 \times 10^{-6} \), \( N_2 = -2.04 \times 10^{-6} \), \( N_3 = -4.86 \times 10^{-6} \), \( K_4 = 9.98 \times 10^{-5} \), \( q_x^e \) and \( q_y^e \), denote flux components.

![Image](https://via.placeholder.com/150)

**Fig. 1.** Computational domain for confined aquifer inversion: (a) case 1, (b) cases 2 and 3, and (c) case 4. (See text for the description of case 5.) The dashed line in the middle of (c) indicates the new parameterization adopted by case 6 (upper zone: \( K_{\text{up}} \), \( N_2 \); lower zone: \( K_{\text{up}} \), \( K_1 \)). For all cases, the Dirichlet boundary condition is shown as “Inlet” head and “Outlet” head. All length units are in ft.

<table>
<thead>
<tr>
<th>Case</th>
<th>True parameters (no error)</th>
<th>Estimated parameters (error)</th>
<th>True parameters (error)</th>
<th>Estimated parameters (error)</th>
<th>Inverse grid</th>
<th>Measured data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>( K_1 = 1; K_2 = 10 ) ( N = 10^{-4} )</td>
<td>( K_1 = 0.99; K_2 = 9.5 ) ( N = 9.28 \times 10^{-5} )</td>
<td>( K_1 = 0.91; K_2 = 8.89 ) ( N = 8.6 \times 10^{-5} )</td>
<td>( K_1 = 0.6; K_2 = 8.14 ) ( N = 4 \times 10^{-5} )</td>
<td>2 × 2</td>
<td>24h + 1p,</td>
</tr>
<tr>
<td>Case 2</td>
<td>( K_1 = 1; K_2 = 10 ) ( N = 10^{-4} )</td>
<td>( K_1 = 1.01; K_2 = 10.04 ) ( N = 1.01 \times 10^{-4} )</td>
<td>( K_1 = 0.99; K_2 = 10.04 ) ( N = 0.99 \times 10^{-4} )</td>
<td>( K_1 = 1.01; K_2 = 10.04 ) ( N = 1.01 \times 10^{-4} )</td>
<td>2 × 2</td>
<td>24h + 1p,</td>
</tr>
<tr>
<td>Case 3</td>
<td>( K_1 = 1; K_2 = 100 ) ( N = 10^{-4} )</td>
<td>( K_1 = 0.1; K_2 = 100 ) ( N = 10^{-4} )</td>
<td>( K_1 = 0.1; K_2 = 100 ) ( N = 10^{-4} )</td>
<td>( K_1 = 0.01; K_2 = 100 ) ( N = 0.01 \times 10^{-4} )</td>
<td>2 × 2</td>
<td>24h + 1p,</td>
</tr>
<tr>
<td>Case 4</td>
<td>( K_1 = 1; K_2 = 100 ) ( N = 10^{-4} )</td>
<td>( K_1 = 0.99; K_2 = 99.9 ) ( N = 9.99 \times 10^{-5} )</td>
<td>( K_1 = 0.99; K_2 = 99.9 ) ( N = 9.99 \times 10^{-5} )</td>
<td>( K_1 = 0.99; K_2 = 99.9 ) ( N = 9.99 \times 10^{-5} )</td>
<td>2 × 3</td>
<td>36h + 1p,</td>
</tr>
</tbody>
</table>

\( N \) Denotes heads; \( q_x \) or \( q_y \) denote flux components.
\[ N_2 = 1.92 \times 10^{-5} \quad \text{and} \quad N_3 = -1.57 \times 10^{-7} \]. The estimated recharge rates are close to zero, while the conductivities are close to the true values. Clearly, the inversion method is robust and is insensitive to model structure error, i.e., inverse parameterization complexifies the true parameter field. The inversion outcomes can reveal spurious parameters (i.e., recharge rates) while the simultaneous estimation of the non-spurious parameters (i.e., conductivities) is not affected.

Fig. 2. Inversion outcomes of case 3: (a) computational domain with a line at \( x = 200 \) ft indicating the location where the inverted head is compared to the true FD head. Head profiles along the line when (b) the measured heads are error-free. (c) Measured heads contain ±1% error. (d) Measured heads contain ±5% error. Location of the measured heads is also indicated (circles).

Fig. 3. Hydraulic head contour map of case 3. (a) Head contour map of the FDM; (b) inverted head given error-free measured heads; (c) inverted head given measured heads with ±1% errors; (d) inverted head given measured heads with ±5% errors.
Case 6 has the same forward model and observation data as case 4, except its conductivity and recharge parameterizations are modified to those of a two-zoned model (see the dashed line in Fig. 1c; in inversion, a $2 \times 2$ grid is used, which honors the lateral interface between the two zones). Clearly, this inverse parameterization simplifies the true parameter field, resulting in a model structure error. Given error-free observed data, the estimated conductivities and the recharge rates are: $K_1 = 1.13$, $K_2 = 13.79$, $N_1 = 2.08 \times 10^{-4}$ and $N_2 = 1.4 \times 10^{-3}$. These values are fairly close to the analytical equivalent conductivities and recharge rates that are independently computed based on the true parameters: $K_{1eq} = 1.66$, $K_{2eq} = 15.6$, $N_1 = 4.6 \times 10^{-4}$ and $N_2 = 7 \times 10^{-4}$. Because the inverse method is physical-based, the estimated two-zoned parameters are physically meaningful, as they reflect equivalent or average parameters. Deviation between the two sets of parameters is believed to be a result of (1) limited measurement data, (2) finite arithmetic in numerical inversion, and (3) inversion is for a finite domain while analytical conductivities are strictly calculated for an infinite domain.

Case 7 has a set of pumping and injection wells that operate at the same rate, i.e., 25 ft$^3$/d. Both wells are placed close to the model boundaries (Fig. 4), and as a result, drawdown at the wells is significantly influenced by the characteristics of the boundary conditions (recharge effect, which can mask the boundary effect, is not modeled). Two sets of true BC are tested: a constant head of 2000 ft is specified to the entire model boundary (Fig. 4a–c), and a similar boundary is specified except the left-hand-side model is no-flow (Fig. 4d–f). From the forward model, 144 hydraulic heads are sampled. The inversion outcomes are presented as a set of recovered heads against the true FDM heads along two profiles (AB, CD), both of which are placed close to the wells. For the two sets of BC, the head recovery is excellent at both profiles. Under the first set of BC (specified constant head), asymmetry in the drawdown that is predicted by the forward model at locations close to the boundaries (i.e., the bottom left corner and the top right corner) is captured very well by the inverse solution. Similarly, under the second set of BC (specified constant head and a no-flow), asymmetry in the forward solution is also captured by inversion: due to the no-flow boundary at the left-hand-side of the model, both solutions display lower heads that fall perpendicular to the no-flow boundary – the head values here are lower than the heads on the other side of the well where drawdown is not significantly influenced by the right-hand-side boundary which lies far from the well. Clearly, for problems with wells, the inverse method can account for the effects of different types of boundaries on drawdowns, while many existing methods cannot. For both BC, the estimated parameters are also presented showing good accuracy (Table 2), when error-free measurements are provided to inversion.

### 3.1.2. Unconfined aquifer cases

The forward models are simulated with a 3D FDM (50 $\times$ 50 $\times$ 20) in a domain that is 1000 $\times$ 1000 $\times$ 40 ft$^3$ (Fig. 5).

**Table 2**

<table>
<thead>
<tr>
<th>True parameters</th>
<th>Estimated parameters (no error)</th>
<th>Inverse grid</th>
<th>Measured data</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC1</td>
<td>$K_1 = 1$ 10 $\times 10^4$</td>
<td>$K_1 = 1.08$</td>
<td>12 $\times 12$</td>
</tr>
<tr>
<td></td>
<td>$K_2 = 10$</td>
<td>$K_2 = 13.4$</td>
<td>144 heads + pumping + injection rates</td>
</tr>
<tr>
<td>BC2</td>
<td>$K_1 = 1$ 10 $\times 10^4$</td>
<td>$K_1 = 1.09$</td>
<td>12 $\times 12$</td>
</tr>
<tr>
<td></td>
<td>$K_2 = 12.4$</td>
<td>$K_2 = 12.4$</td>
<td>144 heads + pumping + injection rates</td>
</tr>
</tbody>
</table>

Fig. 4. Confined problem (case 7) with pumping and injection wells. (a) Location of the wells and true model BC; (b) true FDM heads and recovered heads along profile AB; (c) true FDM heads and recovered heads along profile CD; and (d–f) describe a similar problem except the left-hand-side model is no-flow.
Inversion results for two different cases are presented in Table 3. Both cases use a 2D inverse grid of $2 \times 2$ cells. Case 1 has a uniform $K$ and a uniform $N$. The observation data are sampled from 24 observation wells on a horizontal plane at $z = 10$ ft (this sampling pattern is semi-regular). Case 2 has two conductivity zones and the same uniform $N$. The same observation data are sampled. For both cases, inversion results are excellent when the head measurement error is either zero or very small. As expected, accuracy degrades with increasing errors. For case 2, Fig. 6 shows a comparison of the head contours of the true model and the inversion results under increasing measurement errors. The inverse results are stable in all of these problems. The small inversion grid again yields small systems of equations, for which the computational speed is similar to that observed when inverting the confined aquifer problems.

In addition, model structure error is investigated for another unconfined problem. The true 3D model is similar to Fig. 5, except three different parameter zones are defined where the domain is divided in the $y$-direction as: $(K_1=1, N_1=2.0 \times 10^{-3})$ with $y \in [0, 300]$, $(K_2=25, N_2=5.0 \times 10^{-3})$ with $y \in [300, 700]$, and $(K_3=5, N_3=1.0 \times 10^{-4})$ with $y \in [700, 1000]$. In the 2D inverse formation, two parameter zones are defined ($y \in [0, 500]$ and $y \in [500, 1000]$), i.e., simplifying model structure error. A $2 \times 2$ inverse grid is used.

![Fig. 5. Computational domain of an unconfined aquifer. Boundary conditions of this problem are shown: no-flow on the left, right, and bottom boundaries; a fixed head of 20 ft is specified to the front and back faces (red lines). A uniform recharge rate is specified to the model top. Conductivity of case 1 is uniform. Case 2 has two conductivity zones: $K_3$ in the front half of the model domain; $K_2$ in the back half. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)](image-url)

**Table 3**

<table>
<thead>
<tr>
<th>True parameters</th>
<th>Estimated parameters (no error)</th>
<th>Estimated parameters ($\pm 1%$ head error) ($\pm 0.01$ ft)</th>
<th>Estimated parameters ($\pm 5%$ head error) ($\pm 0.05$ ft)</th>
<th>Inverse grid</th>
<th>Measured data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>$K = 1$</td>
<td>$K = 1.16$</td>
<td>$K = 3.36$</td>
<td>$2 \times 2$</td>
<td>$24h \times 10_q$</td>
</tr>
<tr>
<td></td>
<td>$N = 10^{-4}$</td>
<td>$N = 1.15 \times 10^{-4}$</td>
<td>$N = 2.3 \times 10^{-3}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case 2</td>
<td>$K_1 = 1$; $K_2 = 10$</td>
<td>$K_1 = 0.78$; $K_2 = 7.8$</td>
<td>$K_1 = 0.21$; $K_2 = 2.1$</td>
<td>$2 \times 2$</td>
<td>$24h \times 10_q$</td>
</tr>
<tr>
<td></td>
<td>$N = 10^{-3}$</td>
<td>$N = 7.79 \times 10^{-4}$</td>
<td>$N = 2.1 \times 10^{-4}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Fig. 6. Head contour map of the unconfined aquifer (case 2): (a) FDM true model; (b) inversion result with error-free measured heads; (c) inversion result with $\pm 1\%$ head measurement errors; (d) inversion result with $\pm 5\%$ errors.](image-url)
Based on 24 observed heads and 2 observed flux components sampled from the forward model, the inversion obtains: \( K_1 = 1.08; \) \( K_2 = 7.24; \) \( N_1 = 1.0 \times 10^{-3}; \) \( N_2 = 5.5 \times 10^{-3}. \) In comparison, the equivalent conductivities and the average recharge rates for this 2-zoned problem can be computed analytically as: \( K_{1eq} = 1.62; \) \( K_{2eq} = 7.35; \) \( N_1 = 2.1 \times 10^{-3}; \) \( N_2 = 2.6 \times 10^{-3}. \) Again, the comparison is reasonable. The inverse solution also recovers the hydraulic head field which is close to the FDM-computed true head field (not shown).

### 3.2. Irregular domain

The inverse method is proven accurate and robust when simple computational domains are investigated. In this section, for a confined and then an unconfined aquifer problem, inversion of more complex aquifer geometries and flow patterns is of interest.

#### 3.2.1. Confined aquifer

First, a confined problem without pumping and injection wells is investigated. For this problem, the FDM true model is 2D, whose grid, parameters, and associated boundary conditions are shown in Fig. 7a. This model includes 4 conductivity zones and a uniform recharge (or leakage) rate to the top of the aquifer. The true boundary conditions consist of a no-flow boundary (solid line) and a specified head boundary (dashed line; specified head values shown). This parameterization pattern is assumed known in inversion, which uses a fairly coarse grid (Fig. 7b). The head and flux measurement locations at observation wells are also shown (Fig. 7b):

![Fig. 7](image-url)

**Table 4**

<table>
<thead>
<tr>
<th>Hydraulic conductivities</th>
<th>Recharge</th>
<th>Number of inversion cells</th>
</tr>
</thead>
<tbody>
<tr>
<td>K1</td>
<td>K2</td>
<td>K3</td>
</tr>
<tr>
<td>True parameters</td>
<td>5</td>
<td>50</td>
</tr>
<tr>
<td>Without pumping/injection 0% (0)</td>
<td>5.4</td>
<td>28.9</td>
</tr>
<tr>
<td>Without pumping/injection 0% (0)</td>
<td>4.7</td>
<td>43.4</td>
</tr>
<tr>
<td>Without pumping/injection ±1% (±0.4 ft)</td>
<td>5.5</td>
<td>47.1</td>
</tr>
<tr>
<td>With pumping/injection 0% (0)</td>
<td>5.8</td>
<td>58</td>
</tr>
<tr>
<td>With pumping/injection ±0.25% (±0.1 ft)</td>
<td>6.1</td>
<td>58</td>
</tr>
</tbody>
</table>
62 heads and 4 $q_x$ are sampled. The FDM head solution is shown in Fig. 7c. For the given measurement data (with ±1% error added), the inverted head field is shown in Fig. 7d. Head profiles of the FDM and the inverted solutions (under both error-free and ±1% error) are plotted along profile AB (Fig. 7e). Comparison between the true and inverted head contours or profiles is excellent. Moreover, the estimated parameters are shown in Table 4. Initially, a coarse inverse grid with 19 cells is used (not shown), which results in up to 22% absolute relative error in $K$ estimation and ~99% absolute relative error in $N$ estimation, given error-free measurements. The inverse grid is then refined to contain 31 cells (Fig. 7b), where model regions with high gradients of the observed heads are refined. Given the same error-free measurements, inversion results improved significantly: ~9% absolute relative error in $K$ estimation and ~18% absolute relative error in $N$ estimation. Again, as was observed for inverting the regular domain problems, increasing head measurement errors lead to reduced inversion accuracy.

Next, for the same confined problem, a pumping well and an injection well are added (Fig. 8a). As in the previous problem, the same set of 62 observed heads are sampled. Flux measurements are not taken. The two well rates are considered known measurements. Inversion adopts the same 31-cell grid (Fig. 7b). Because of the non-zero recharge rate and the particular boundary conditions adopted (i.e., hydraulic head is more elevated in the southern portion of the model), pumping or injection induced head changes are not significant – the local cone of depression (or the elevated heads near the injector) is not obvious at the wells. However, the effect of recharge and wells are implemented in the hybrid formulation, as explained before. In this case, the size of well cells at both the pumping and injection wells can be fairly large, i.e., pumping in cell 11, injection in cell 21 (Fig. 7b), without the need to locally refine the grid. Despite the increased complexity compared to the same problem inverted above (Fig. 7), both the head recovery (Fig. 8c and d) and parameter estimation (Table 4) are accurate when measurement errors are small.

### 3.2.2. Unconfined aquifer

The equation describing unconfined aquifer flow is more nonlinear compared to that of the confined aquifer. It is therefore of interest to compare their estimation accuracy using the inverse method. First of all, under non-pumping conditions, an irregular aquifer with 4 $K$ zones (of the same $K$ values as those of the previous confined aquifer) and a uniform recharge rate to the top of the water table is analyzed (Fig. 9a). The true mode is 3D ($50 \times 50 \times 20$ grid; $1000 \times 1000 \times 40$ ft$^3$; Inactive cells are used to delineate the irregular domain shape); its head contours are shown in Fig. 9a at $z = 12$ ft. As in inverting the previous confined problems, the same 2D inverse grid with 31 cells is used. Location of the measured data is also the same, except they are now sampled at $z = 12$ ft. Without any measurement errors, the inverted heads are close to the true heads, with the exception of minor deviations in some local areas. The estimated parameters are close to the true parameters (Table 5). Next, the same observed heads are used in inverting the unconfined problem where a pair of injection and pumping
wells is added. Flux measurements are not needed. The same 31-cell grid is used in inversion. Results again yield accurate head recovery (Fig. 10c and d) and parameter estimation (Table 5).

### 3.2.3 Variable Recharge

With the same pumping and injection wells, the irregular-domain confined and unconfined problems with uniform recharge have been extended to problems where $N$ is also heterogeneous, e.g., high recharge associated with hydrofacies with high conductivity, and vice versa. Similar inverse solutions are obtained whereas multiple $K$s, multiple $N$s, and the BC are estimated without the need for greatly increasing the number of measurements.

### 4. Discussion

By solving a set of problems with pumping and injection wells, we've demonstrated that subsurface flux measurements are not needed for the inverse method to succeed. Also, because pumping rates can be easily measured at the surface, our method has low data requirement that is not much different from that used in interpreting classic pumping tests. For example, in using the Theim solution for parameter estimation, pumping rate in addition to aquifer heads is needed. Under non-pumping conditions, however, subsurface flux measurements are needed for the inversion to succeed. In aquifer model calibration, fluxes are not typically used by the existing inverse methods as a form of observation data [26]. However, it can be pointed out that the existing methods need to minimize an objective function (typically a model-data misfit), which requires the repeated simulations of the forward model. To do that, boundary conditions must be specified to this model, which usually include the Dirichlet-type BC (specified heads) and the Neumann-type BC (specified flux – a popular choice is the no-flux BC). (In transient calibration, initial conditions are also needed. This topic is not explored here.) Therefore, these methods in effect require that inversion be conditioned to a set of “flux measurements” along the Neumann boundary. In other words, by specifying a Neumann-type BC to a BVP in order to minimize an objective
function, the calibrated model by the existing methods in effect is “fit-
ted” to these fluxes. The problem with this approach is that such
fluxes are not real measurements that are sampled from the aqui-
fer; rather they reflect a conceptual assumption made by the mod-
eler. Because of subsurface uncertainty, if a wrong assumption of
these BC is made (e.g., leakage exists along a presumed no-flux
boundary), this will result in the so-called “model error” which is
difficult to address using objective functions, e.g., various authors
have discussed how the objective functions may be modified to ac-
count for “model errors” [37]. As demonstrated in Irsa and Zhang
[9], because of the unknown BC, objective-function-based inver-
sion can lead to non-uniqueness of both the estimated parameters
and the flow fields. In the new method, the subsurface fluxes (or
pumping rates) are provided to inversion at the locations where
they are measured, which means that they can be anywhere inside
the model domain or on the model boundaries. Compared to the
objective-function-based approaches, no assumptions about the
model BC are made, eliminating the possibility of making the type
of “model errors” that can arise due to a wrong BC assumption.

Finally, with the new method (both in this study and in our ear-
lier works), an issue exists with measuring subsurface groundwater
fluxes or flow rates which are needed for inverting problems under
non-pumping conditions. One way to address this is to conduct
downhole flow logging under ambient flow [38]. Another approach
can utilize hydrograph separation, although this technique re-
quires that aquifer intersect streams whose gain/loss can be accu-
rately measured to determine baseflows. In studying groundwater-
surface water interactions, various seepage meters can be used to
directly measure water fluxes at the sediment interface [39]. Fur-
thermore, an indirect approach can use Darcy’s Law to infer sub-
surface in situ fluxes based on local K measurements and hydraul-
ic heads sampled in multilevel wells. For example, with the
Multilevel Slug Test, a local K can be estimated at a packed-
off interval [40]. If the same interval is subject to multiple head
measurements under non-pumping conditions (i.e., at locations
above and beneath this interval), an in situ groundwater flux can
then be determined.

5. Conclusion

A two-dimensional physical-based inverse method is developed
to simultaneously estimate multiple hydraulic conductivities,
source/sink strengths, and boundary conditions, for both confined
and unconfined aquifers. To address both non-pumping and pump-
ing conditions, a unified theory is proposed by developing a set of
hybrid fundamental solutions of inversion. Unlike the objective-
function-based estimation techniques, this method does not re-
quire forward groundwater flow simulations to assess the model-
data misfits, thus the knowledge of boundary conditions is not
needed. It directly incorporates noisy observed data (hydraulic
heads, groundwater fluxes, or well rates) at the measurement loca-
tions in a single step, without solving a boundary value problem.
For both confined and unconfined aquifers, the method has been
successfully tested on groundwater flow problems with regular
and irregular geometries, different heterogeneity patterns, vari-
ances of heterogeneity, and measurement errors. Highlights of this study are summarized as follows:

1. Using nonlinear optimization, multiple hydraulic conductivities and recharge rates can be simultaneously inverted for 2D lateral flows in confined and unconfined aquifers that satisfy the Dupuit–Forchheimer assumption.

2. By employing the hybrid formulations, the inverse method can yield well-posed systems of equations that can be solved efficiently with coarse grids, with or without pumping wells. Solutions are also stable when measurement errors are increased, although the estimated parameters become less accurate.

3. Under non-pumping conditions, for both confined and unconfined problems, subsurface flux measurements are needed for inversion to succeed. When error-free observed data are used, the estimated conductivities and recharge rates are accurate within 8% of the true values (estimation errors can be further reduced with higher measurement density). Inversion is also accurate when aquifer conductivity has high contrast: the maximum successively tested $K_{\text{max}}/K_{\text{min}}$ of a confined aquifer problem is 10,000. The inversion outcomes are therefore insensitive to parameter variability.

4. The inverse method is able to handle model structure uncertainties whereas the inverse formulation simplifies or complexifies the true parameter fields. For problems where the underlying parameter variation is unknown, equivalent conductivities and average recharge rates can be estimated. These parameters are physical-based, due to the fact that they’re inferred from the conservation of mass and flux principles as enforced by the inverse method.

5. Under pumping conditions, flux measurements are not needed for the inversion to succeed. Therefore, data requirement of the inverse method is not much different from that of interpreting traditional well tests. With the hybrid formulation, local grid refinement near wells is not needed. Inversion can thus succeed with coarse grids, leading to high computation efficiency. Moreover, the inverse method can also handle problems where different types of boundary conditions as well as areal recharge can exert significant influences on the drawdowns at the wells.

6. Inversion accuracy is not sensitive to the degree of nonlinearity of the flow equation. Performance of the method for inverting confined and unconfined aquifer problems is similar in terms of the accuracy of the estimated parameters, the recovered head fields, and the solver speed.

The inverse method is based on superposing local analytical solutions of steady-state flow in a confined or unconfined aquifer subject to various source/sink effects. Caution is needed, however, when applying the method to real aquifers, where vertical flow can be significant near barriers such as impervious faults or engineered structures, or where borehole effects at the wells are non-negligible. Future work will investigate three-dimensional flow, extending the techniques of this study to problems with significant vertical flow. By imposing additional prior information equations that describe parameter structures (e.g., auto-covariance functions, cross-correlation with geophysical data, etc.), highly parameterized inversion will also be attempted.
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