Dissolution Kinetics, Step and Surface Morphology of Magnesite (104) Surfaces in Acidic Aqueous Solution at 60 °C by Atomic Force Microscopy under Defined Hydrodynamic Conditions
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Dissolution of the (104) surface of magnesite (MgCO₃) was studied as a function of bulk solution pH over the range 2.0 < pH < 5.0 at 60 °C using atomic force microscopy (AFM) with well-defined hydrodynamics. The experimental data and corresponding solution of the convective-diffusion equation for the system revealed that magnesite dissolution is kinetically inhibited by a factor of 10²–10⁴ relative to the proton mass transport limit. The dissolution flux was found to vary nonlinearly with the surface concentration of H⁺, [H⁺]₀, and that inclusion of the homogeneous chemical kinetics of H⁺ consumption in the system to form carbonic acid was unnecessary. The nonlinear behavior was best represented by a Langmuir isotherm for proton adsorption in which the adsorbed entity consists of a surface complex containing more than one proton. The apparent surface kinetic detachment coefficient, k′₀, for this surface complex was determined to be 5 × 10⁻¹² mol cm⁻² s⁻¹, but the determination of a particular coordination number, n, of this detachment complex was not possible based on the experimental data. The velocity of dissolving + steps was found to be constant, within error, over the entire experimental pH range, whereas the dissolution flux varied by over an order of magnitude in this same range. The AFM images revealed a dramatic increase in step density associated with a large increase in dissolution flux that was attributed to the protonation of terrace-adsorbed carbonate sites (i.e., adions). We propose that the intrinsic protonation constant, Kₐ₀, differs for adions, kink, step, and terrace sites based on the AFM observations of surface and step morphology as a function of pH.

1. Introduction

The dissolution and precipitation of carbonate minerals such as calcite, magnesite, and dolomite are chemical processes with a globally important role in controlling aspects of soil, groundwater, and atmospheric chemistry. For an environmentally important example, soil specimens in the Vadose Zone at the Hanford, Washington (USA) radioactive waste storage facility have been found to contain calcium carbonate as a ubiquitous mineralogical component. The exchange of cations, such as Sr²⁺ and Co²⁺ that have leaked from failing storage tanks, with Ca²⁺ in the calcite grain coatings may inhibit the migration of these cations toward the water table. On a global scale, the formation of carbonate minerals (especially calcite) following chemical weathering of calcium silicate minerals plays a vital role in reducing levels of atmospheric CO₂ over long periods of time. Recently, it was suggested that this process could be brought to the human time scale so that carbonate mineral precipitation could be exploited in a solid-phase CO₂ sequestration strategy. The strategy involves the dissolution of alkaline earth silicate minerals in aquifers coupled with the precipitation of alkaline earth and other carbonates during and following the injection of CO₂ into the subsurface environment.

To deal with these very complicated problems requires knowledge of numerous coupled chemical and physical processes. Amidst this complex physicochemical problem lie fundamental heterogeneous chemical reactions that contribute to the homogeneous chemical composition of the liquid phase. It is our goal here to examine the heterogeneous kinetics of a relatively simple solid/liquid interface (e.g., magnesite/water) in an experimental configuration that allows full consideration of the chemical kinetics and hydrodynamics.

Aqueous dissolution of calcite in acidic solution has been the subject of a substantial literature. In general, dissolution of materials such as calcite is under mixed kinetics/transport control. Limiting behavior is governed by extremely sluggish heterogeneous chemical reactions in a purely kinetically controlled reaction and by mass transport in the case of infinitely fast heterogeneous kinetics. Because few systems can be generically classified as belonging to either of these two limiting cases, mass transport must be well-defined and controllable in order to quantitatively treat any system falling into the continuum of mixed reaction control. One pitfall for experimental methods utilizing closed or mixed-flow stirred tank reactors containing solid particulate suspensions is that dissolution fluxes may depend on particle size, shape, weight percent of solid, and reactor geometry as it relates to the action of the stirring...
mechanism. In stirred suspensions, mass transport in the system is neither controlled, nor is it well defined.

A quantitative measurement of heterogeneous reaction kinetics and its relative importance in the overall impedance to the reaction flux is generally not possible without knowledge of relevant fluid velocities. This point was discussed in Compton and Unwin10 and led them to examine the attributes of a more rigorous experimental approach in examining the kinetics of calcite dissolution. Among these attributes are well-defined and controllable fluid inlet chemistry and the controlled and calculable delivery of the inlet solution to the solid sample surface. The channel flow cell (CFC) experimental method (see, for example, Unwin et al.14) contains these attributes. In the CFC methodology, a sample is embedded and polished into the wall of one side of a rectangular duct whose fluid flow dynamics are known. The laminar flow characteristics of the CFC permit calculation (either analytical or numerical) of the response of a detector situated downstream of the sample for a given sample surface rate function (i.e., heterogeneous “rate law”) and as a function of flow rate. Thus, fluid flow rate is utilized as an independent variable in the experimental methodology.

A limitation to the CFC approach is that the kinetic information obtained represents essentially an average over the entire solid surface. Little in the way of microscopic detail may be obtained from this experiment and thus, attempting to understand how the macroscopic observations relate to the microscopic surface processes (e.g., step motion, step bunching, and pit nucleation) may only be inferred after ex-situ examination of the surface morphology. The possible application of advanced interferometric optical microscopy15,16 may prove to be valuable in this type of experimental configuration.

Currently, microscopic in-situ observations of solid surfaces undergoing chemical or electrochemical reactions are facilitated with fluid cells designed for scanning probe microscopes. Such studies allow us to visualize and quantify microscopic processes that we may otherwise only infer from theoretical models or lower resolution, ex-situ imaging methods. Unfortunately, fluid velocities in most AFM fluid cells are unknown and difficult to predict. In ill-defined flow systems associated with many AFM experiments, it is a widely accepted practice to stipulate that surface kinetics limited conditions exist when observed flux is independent of fluid flow. In fact, this type of conclusion is largely based on essentially qualitative data. There is no method (when hydrodynamics are unknown) of quantitatively predicting how flux will vary with total flow. There is, furthermore, no guarantee that the magnitudes of the relevant fluid velocity vectors will scale linearly with total flow or that the flow patterns in the fluid cell will not undergo wholesale changes as flow rate is varied. It is therefore only possible to stipulate the chemical conditions at the surface of the sample undergoing reaction, and the validity of such stipulations cannot be tested without knowing the fluid transport conditions. It is then possible to suggest that experiments performed in systems where hydrodynamics are unknown, may not be comparable at a quantitative level, and it is reasonable to infer that without controllable and predictable mass transport, it is a rather daunting task to reconcile experimental discrepancies. There are, of course, other factors that may give rise to differing experimental results, but the purpose here was to deal with but one of these factors.

To observe microscopic phenomena with AFM while maintaining the experimental attributes mentioned above, Coles et al.11,17 designed a precision inlet duct for a commercial AFM system, modeled the fluid dynamics (as a function of Reynolds number, Re) over a sufficiently large volume of fluid encompassing the AFM cantilever and sample surface, and validated the hydrodynamic modeling in a well-characterized electrochemical system. Unfortunately, the dynamic range of AFM as a tool for measuring net flux is rather limited (the low end depending on the perseverance of the experimentalist, and the high end by the limited vertical range of the piezoelectric scanner). There exists a narrow window of fluxes that are suitable for measurement with AFM. The microscopic study of heterogeneous kinetics for a material kinetically less facile than calcite, for example, often requires elevated temperatures.16,18–20 By elevating the temperature of the system, mass transport usually becomes a more important consideration and it is wise to therefore quantitatively account for mass transport rather than to rely on difficult-to-test assumptions. For this paper, we have adapted the Coles et al.11,17 inlet duct to a previous design for the hydrothermal AFM (HAFM)21 and utilize this experimental apparatus in the study of heterogeneous kinetics of magnesite (104) dissolution in acidic aqueous solutions.

2. Experimental Section

2.1 Materials. The magnesite crystals originated in Brumado, Brazil. Electron microprobe analysis showed less than 0.1 mol % Ca and traces of Fe with possibly trace amounts of Mn, Cu, and Zn (<0.01 mol %).20 The aqueous solutions were prepared by adding reagent grade HNO3 to 0.1 M NaNO3 in deionized water (resistivity: 18 MΩ cm). The solutions were adjusted to the desired pH (2.0–5.0) at room temperature. Aqueous speciation calculations demonstrated that the pH of these solutions would change immeasurably upon heating to 60 °C, the temperature employed in all experiments. All experiments were performed under 10.0 ± 0.5 bar N2, which is not expected to change any relevant chemical equilibrium constants.

Mg2+ activities, a(Mg2+), of the inflowing solutions were based on maximum Mg concentrations in the reagents (50 ppm in reagent grade NaNO3). The activity of CO32−, a(CO32−), was calculated at each pH condition by assuming equilibrium of the fluid with respect to the atmosphere (i.e., CO2(g)) during solution preparation and prior to sealing and pressurizing the fluid with N2. The initial a(Mg2+) therefore was 10−5.5 and a(CO32−) was 10−17.67, 10−15.27, 10−13.27, and 10−11.65 at pH = 2, 3.2, 4.2, and 5.0, respectively. Ksp for MgCO3 at 60 °C is 10−8.69. All activities and equilibrium constants above were based on calculations using the EQ3/6 thermodynamic code and database.

2.2 Methods. 2.2.1 AFM Apparatus and Fluid Cell Hydrodynamics. For the experiments, we used a continuous-flow, single-pass, hydrothermal atomic force microscope described by Higgins et al.21 and modified to conform to the inlet configuration and dimensions utilized in a recent ambient AFM fluid cell modification.11 Fluid was contained in a pressurized Viton bladder accumulator or passivated Ti bomb (at room temperature), both serving as feed sources for the AFM fluid cell. A 90 W temperature controlled aluminum heater plate containing a length of Ti tubing (0.5 mL internal volume) was used just upstream of the AFM fluid cell to preheat the fluid to the desired cell temperature. A ring heater under separate temperature control surrounded the fluid cell and was used to maintain the temperature of the fluid cell body. Precise temperature control is not possible without immersing the entire microscope in a heated enclosure, so the actual temperature of the fluid is likely to differ from the reported temperature of 60 °C by up to 1–2 °C. Flow rates were controlled (accurate to ±1%) downstream of the fluid cell by a fluid mass flow controller.
The hydrodynamics within a volume of fluid extending from the mouth of the inlet to beyond the position of the AFM cantilever were modeled at various Re and the resulting three-dimensional fluid velocity data are available on the World Wide Web. These fluid velocities were calculated assuming water properties at 25 °C. Any particular velocity file generated at 25 °C with a characteristic Re will represent identical flow patterns for any other temperature, at a different volume flow rate. By determining the volume flow rate required to obtain the same Re at the desired temperature as is given for the Re at 25 °C, then for a given velocity map, the fluid velocities are simply multiplied by a scaling factor, \( V_{sc} \), according to

\[
V_{sc} = \frac{V(T)}{V(25 \, ^\circ C)} = \frac{\eta(T)\rho(25 \, ^\circ C)}{\eta(25 \, ^\circ C)\rho(T)} \tag{1}
\]

where \( \eta(T) \) and \( \rho(T) \) are the absolute water viscosity and density, respectively at temperature \( T \).

2.2.2 AFM Imaging and Dissolution Flux Measurements.

The HAFM was operated in contact mode using uncoated silicon cantilevers (Nanosensors) with a nominal force constant of 0.2 N/m. The contact force was usually maintained below 10 nN, but to address the possible influence of the AFM tip on the experimental observations, occasional examination of the surface surrounding the repetitively imaged area was performed. No evidence was found for substantial enhancement or inhibition of the local dissolution flux that could be attributed to the presence and/or action of the AFM tip/cantilever.

The net dissolution flux from the magnesite surface was determined by the method of counting the number of elementary layers, of height \( h \) \((h = 2.7 \, \text{Å} \text{ on magnesite}(104))\), that had dissolved (over a known period of time) at a fixed location (i.e., the imaged area) on the surface to yield the layer dissolution frequency, \( \omega \). The net dissolution flux is then related to the number of layers dissolved per unit time, \( \omega \), by

\[
J(\text{mol} \cdot \text{cm}^{-2} \cdot \text{s}^{-1}) = \frac{\omega \cdot h}{\Omega} \tag{2}
\]

where \( \Omega \) is the molar volume of the crystal. An equivalent approach involves the measurement of step velocity, \( v_{\text{step}} \) (perpendicular to the mean step orientation utilizing a surface landmark as a fixed point of reference), and step density, \( \rho_{\text{step}} \), for corresponding steps to give \( \omega \)

\[
\omega = \rho_{\text{step}} v_{\text{step}} \tag{3}
\]

Due to the very small net dissolution frequency of magnesite (relative to microscope drift) under the range of experimental conditions, we were unable to utilize the change (with time) in the feedback voltage applied to the vertical piezoelectric scanner electrode to determine the dissolution flux.23,24

2.2.3 Mass Transport in the AFM. The solution to the steady-state convective-diffusion equation in the absence of homogeneous chemical reactions (eq 4), subject to appropriate boundary conditions, provides the concentration of, for example, a reactant, \( R \), everywhere in a system for which fluid velocities, \( v(x, y, z) \), are defined

\[
\frac{\partial[R]}{\partial t} = 0 = D_R \nabla^2[R] - v_x \frac{\partial[R]}{\partial x} - v_y \frac{\partial[R]}{\partial y} - v_z \frac{\partial[R]}{\partial z} \tag{4}
\]

In the above equation, it is implied that \( [R] \), \( v_x \), \( v_y \), and \( v_z \), the concentration and fluid velocities, are all functions of position \( (x, y, z) \) and \( D_R \) is the diffusion coefficient of \( R \). As described previously,25 we may simplify eq 4 in the problem associated with the experimental geometry by mapping \( v_x \) and \( v_z \) onto a new coordinate, \( d \), which is curved in \( x, z \) space (and parallel to the sample surface) and traces the particle path leading from the mouth of the duct to the AFM tip position. By assuming that diffusion along \( x \) and \( z \) is negligible, then eq 4 can be further simplified to

\[
0 = D_R \frac{\partial^2[R]}{\partial y^2} - v_y \frac{\partial[R]}{\partial y} - v_{dz} \frac{\partial[R]}{\partial d} \tag{5}
\]

Should there be any homogeneous consumption of \( R \) in the system, this will require an additional term (in \( R \)) for eqs 4 and 5. This homogeneous chemical term in the acidic dissolution of magnesite is due to the protonation of bicarbonate to form carbonic acid and the subsequent dehydration of carbonic acid to form aqueous \( CO_2 \)

\[
H^+ + HCO_3^- \rightarrow H_2CO_3(aq) \tag{a}
\]

\[
H_2CO_3(aq) \rightarrow CO_2(aq) + H_2O \tag{b}
\]

In the proton-promoted dissolution of magnesite with consideration of these homogeneous chemical kinetics, it is necessary to write two convective diffusion equations, one in reactant \( H^+ \), and another in the product \( HCO_3^- \).

Numerical Solution. Equation 5, as it applies to the current problem, cannot be solved analytically because \( v_y(x, d) \) and \( v_{dz}(x, d) \) are complicated, and we therefore utilize a method of finite differences to numerically solve the equation. Specifically, we employ the Backward Implicit Finite Difference (BIFD) method to the problem (see Morton26 for a mathematical description of the method and refs 27 and 28 for other applications of the BIFD method to the CFC). The solution is facilitated by generating a two-dimensional finite difference grid (see Figure 1) consisting of velocity vectors \( v_y \) and \( v_z \) at evenly spaced intervals \( \Delta d \) and \( \Delta y \) which are defined by

\[
d_k = k\Delta d \quad k = 0, 1, ..., K \text{ and } \Delta d = (d_e - d_i)/K
\]

\[
y_j = j\Delta y \quad j = 0, 1, ..., J \text{ and } \Delta y = h/J
\]

where the number of grid points in the \( d \) and \( y \) directions is \( K + 1 \) and \( J + 1 \), respectively, \( d_i \) and \( d_e \) are the respective ending and starting positions of the grid along \( d \), and \( h \) is the maximum height of the grid above the surface (y dimension). To obtain an accurate solution, \( h \) must be greater than the diffusion layer.
thickness. Setting \( C = [R] \) for simplicity, eq 5 may be written approximately as

\[
0 = \frac{D_{j+1,k} - 2C_{j,k+1} + C_{j-1,k+1}}{(\Delta y)^2} - \frac{\nu_y}{\Delta y} \frac{C_{j,k+1} - C_{j-1,k+1}}{\Delta y} - \frac{\nu_d}{\Delta d} \frac{C_{j,k} - C_{j,k-1}}{\Delta d}.
\]

Solving for \( C_{j,k} \) generates the general set of finite difference equations for this problem, neglecting any homogeneous chemical reactions

\[
C_{j,k} = aC_{j-1,k+1} + bC_{j,k+1} + cC_{j+1,k+1}
\]

where the coefficients \( a, b, \) and \( c \) are defined as

\[
a = -(\lambda_x + \lambda_v)/\lambda_{vd}, \quad b = (2\lambda_x + \lambda_v + \lambda_v/\lambda_{vd}), \quad c = -\lambda/\lambda_{vd},
\]

and \( \lambda_x \) and \( \lambda_{vd} \) are implicit functions of position \((d, y)\) in the finite difference grid. Equation 7 above represents a \((J - 1) \times (J - 1)\) matrix equation. To solve this set of equations, we must first specify the relevant boundary conditions which are defined when \( k = 0 \) (upstream edge of the crystal), \( j = 0 \) (surface of the crystal), and \( j = J \) (far edge of the fluid volume, opposite the crystal surface, for which fluid velocities are defined). When \( k = 0 \) (i.e., the starting position along the \( d \)-coordinate)

\[
C_{j,0} = C_{\text{inlet}}
\]

where \( C_{\text{inlet}} \) is the inlet concentration of the reactant, in this case, \( H^+ \). When \( j = J \), the furthest edge from the surface in the BIFD grid

\[
\frac{\partial C}{\partial y}_{j,k=0} = 0 \quad \Rightarrow \quad C_{j-1,k} = C_{j,k}
\]

This is a no-flux boundary condition implying that the flux of reactants toward the surface is confined to a diffusion layer thickness that is smaller than \( h \). Finally, when \( j = 0 \) (i.e., the surface of the solid) we must choose a candidate heterogeneous rate function \( f(C_{0,j}) \) where the net flux of reactant \( J_C \) is

\[
J_C = -D \frac{\partial C}{\partial y}_{j=0} = f(C_{0,j})
\]

We will first consider the case in which the heterogeneous consumption of \( H^+ \) is transport limited (see Suarez et al.\(^{29}\) for application of this condition to dissolution of \( MgO \)), implying that the surface concentration of \( H^+ \), \( C_{0,j} \), is very small compared to the bulk concentration, and for all practical purposes, the boundary condition eq 10 is

\[
C_{0,j} = 0
\]

The first equation (i.e., \( j=1 \)) in eq 7 may be written

\[
C_{1,k} = aC_{0,k+1} + bC_{1,k+1} + cC_{2,k+1}
\]

where the first term on the right-hand side is zero from the boundary condition eq (10−1). By incrementing \( j \), the entire matrix, eq 7, is generated

\[
\{d\}_k = [T]\{u\}_{k+1}
\]

\[
\begin{pmatrix}
\begin{array}{ccc}
d_1 \\
d_2 \\
\vdots \\
d_j \\
d_{j-2} \\
\vdots \\
d_{J-1}
\end{array}
\end{pmatrix} =
\begin{pmatrix}
\begin{array}{cccc}
b_1 & c_1 & & \\
 a_2 & b_2 & c_2 & \\
 & & \ddots & \\
 & & & b_j & c_j \\
 & & & & a_{j-2} & b_{j-2} & c_{j-2} \\
 & & & & & \ddots & \ddots \\
 & & & & & & a_{J-1} & b_{J-1} & c_{J-1}
\end{array}
\end{pmatrix}
\begin{pmatrix}
\begin{array}{c}
u_1 \\
u_2 \\
\vdots \\
u_j \\
u_{j-2} \\
\vdots \\
u_{J-1}
\end{array}
\end{pmatrix}
\]

where the vectors, \( d_j \), are

\[
d_1 = C_{1,k} = b_1C_{1,k+1} + c_1C_{2,k+1}
\]

and employing the no-flux boundary condition eq 9

\[
d_{j-1} = C_{j-1,k} = a_{j-1}C_{j-2,k+1} + (b_{j-1} + c_{j-1})C_{j-1,k+1}
\]

By employing the boundary condition eq 8, all vectors in \( \{d\}_k \) are set equal to \( C_{\text{inlet}} \). From \( \{d\}_0, \{u\}_1 \) is evaluated by solving the tridiagonal matrix equation using the Thomas algorithm.\(^{30,31}\)

Because \( \{d\}_k = \{u\}_k \) in the case where homogeneous chemical reactions are ignored, \( \{d\}_j \) is obtained from \( \{u\}_j \), thus allowing \( \{u\}_2 \) to be evaluated, and so forth until \( \{u\}_k \) is found. In this manner, all values \( C_{j,k} \) are determined and the flux at any surface position, \( (k, j = 0) \), along the finite difference grid may be calculated, subject to the transport-limited boundary condition

\[
J_C(k) = -D \frac{C_{1,k} - C_{0,k}}{\Delta y} = -D \frac{C_{1,k}}{\Delta y}
\]

### 3. Results

The experimental data for the dissolution flux of magnesite obtained as a function of flow rate is shown in Figure 2 for various values of \( \text{pH}_{\text{inlet}} \). The data clearly show that pH has a definite influence on the dissolution flux, and that there is no significant increase in dissolution flux with increase in flow rate. To apply the proton diffusion-limited test case to the experimental data, we assume that the magnitude of the proton flux toward the surface equals the magnitude of the magnesite dissolution flux.

Figure 2a shows the BIFD prediction for the diffusion-limited test case in comparison to the experimental data. When eq 7 is evaluated from the BIFD calculations for each of the experimental values of \( C_{\text{inlet}} \) and using \( D_{\text{inlet}} = 1.49 \times 10^{-4} \text{ cm}^2 \text{s}^{-1} \) at 60 °C from extrapolation of the 5–55 °C data from Harned and Owen,\(^{32}\) the magnitude of the calculated proton flux is at least two orders (and in some cases four orders) of magnitude higher than the observed dissolution flux. From a check of the true equilibrium constant for \( H_2CO_3 \) deprotonation, \( K_a = 1.7 \times 10^{-4} \text{ M} \) at 25 °C (see Compton and Unwin\(^{10}\)), it is clear that at the pH values employed in the experiments, initial neglect of the homogeneous chemical reactions \( a \) and \( b \) is unjustified. For our experiments at 60 °C, we will use a value of \( K_a = 1.5 \times 10^{-4} \text{ M} \) based on extrapolation of the 5–45 °C data of Wissbrun et al.,\(^{33}\) and a value of \( k_b = 330 \text{ s}^{-1} \) based on extrapolation of
the 3.5–38.5 °C data (in 0.5 M NaCl) of Patel et al. 34 At most, the inclusion of the homogeneous reactions would reduce the calculated flux by a factor of 1/2 because for every proton consumed by the formation of bicarbonate, a second proton would be consumed in the formation of carbonic acid in homogeneous solution. This would not account for the discrepancy between diffusion limited flux and observed flux, and thus would be consumed in the formation of bicarbonate and subsequent decomposition of carbonic acid (reactions (a) and (b)), was (see Appendix A for derivation)

\[
\frac{d[H^+]}{dt} = \frac{d[HCO_3^-]}{dt} = \frac{-k_{HCO_3} [H^+] [HCO_3^-]}{K_{HCO_3} + [H^+] + [HCO_3^-]}
\]  

(15)

For convenience, we will now make the following definitions

\[
C_{j,k}^{H^+} = [H^+]_{j,k}, C_{j,k}^{HCO_3^-} = [HCO_3^-]_{j,k}
\]

The modification of the Finite Difference convective diffusion eq 7 for both $H^+$ and $HCO_3^-$, by eq 15 was given in Compton and Unwin. 10 We estimated $D_{HCO_3}$, the bicarbonate diffusion coefficient at 60 °C to be $2.0 \times 10^{-5}$ cm$^2$ s$^{-1}$ by assuming the temperature dependence of $D_{HCO_3}$ is similar to that of $D_{H^+}$.

The consideration of the homogeneous chemical reactions has a negligible influence on the near surface chemistry within the diffusion layer as evidenced by the calculated values for $C_{j,k}^{H^+} = C_{j,k}^{HCO_3^-}$ vs $k$ (i.e., $[H^+]_{j=0} = [H^+]_{\text{inlet}}$ vs distance from inlet) at various values of $pH_{\text{inlet}}$ and flow rate (Figure 3a and 3b). The homogeneous chemical reactions therefore have a negligible effect on the rate coefficients used to fit the experimental data.

Equation 13 was generalized to arbitrary reaction order, $n$, with respect to proton concentration by Compton and Unwin, but we will show that in our analysis of the experimental data, examination of the $n = 1$ case is sufficient. Equation 10 for this case can be approximated by

\[
D_{c} \left( \frac{C_{1,k} - C_{0,k}}{\Delta y} \right) = k_{i} C_{0,k}
\]

Upon rearranging $C_{0,k}$ is obtained

\[
C_{0,k} = \left( \frac{D_{c}}{D_{c} + k_{i} \Delta y} \right) C_{1,k}
\]

(14)

Substituting this into eq 7 ($j = 1$), we obtain a modified value for $b_1$

\[
b_1 = -\left( \lambda_i + \lambda_{i_2} \right) D_{c} + \frac{2 \lambda_i + \lambda_{i_2} + \lambda_{i_3}}{\lambda_{i_3}}
\]

The value of $b_1$ in the general case of an $n^{th}$ order heterogeneous mechanism was given in Compton and Unwin. 10 All other vector and matrix elements are the same as in the diffusion-limited case. The results of the BIFD calculations are shown as fits to the experimental data in Figure 2b for various values of $pH_{\text{inlet}}$. Although the lack of influence of flow rate on observed flux makes the choice of boundary condition eq 10 arbitrary, the values obtained for $k_{i}$ are not independent of $C_{\text{inlet}}$, suggesting that the heterogeneous rate function in eq 13 is not applicable over the entire $pH$ range 2.0 < $pH$ < 5.0. We still need to consider the influence of homogeneous chemical reactions a and b on the rate constants.

We recall that in the absence of homogeneous chemical reactions, $\{d_{k} = \{u_{l}\}$ and evaluating $C_{j,k}$ everywhere simply proceeds downstream starting from $k = 0$. By including the homogeneous reactions a and b, we must write two mass transport equations to account for the transport of $H^+$ and $HCO_3^-$ as well as the homogeneous chemical consumption of these species. Compton and Unwin 10 found that the homogeneous term, accounting for the protonation/deprotonation of bicarbonate/carbonate acid and subsequent decomposition of carbonic acid (reactions (a) and (b)),
Figure 3. Calculated normalized proton surface concentration ([H$^+$]$_{\text{surf}}$/[H$^+$]$_{\text{in}}$) versus position along the sample surface at (a) pH = 3.2 and (b) pH = 4.2. Thin lines correspond to a flow rate of 7.52 × 10$^{-5}$ cm$^3$ s$^{-1}$ and thick lines to a flow rate of 7.52 × 10$^{-4}$ cm$^3$ s$^{-1}$. Dashed and solid lines are the result of inclusion and exclusion, respectively, of the homogeneous chemical kinetics. The total distance represented on the ordinate is approximately 0.94 mm with the AFM tip position located at 0.86 mm.

This observation indicates that our inclusion of the homogeneous terms was unnecessary and that in these experiments, the heterogeneous reaction is so sluggish that the approximation [H$^+$]$_{\text{surf}}$ = [H$^+$]$_{\text{in}}$ is valid to within a few percent relative error. At lower flow rates, the homogeneous chemical reactions would have a marked influence on the near surface proton concentration. In the more general case, where the products of homogeneous chemical reactions may interact with the solid surface, it is necessary to account for these reactions.

It is now possible to construct a plot of the observed limiting dissolution flux as a function of $-\log$[H$^+$]$_{\text{surf}}$. These data are shown in Figure 4 with the dissolution flux presented on a log scale. From Figure 4 it is clear that there is a change in the slope of the data points at about $-\log$[H$^+$]$_{\text{surf}}$ = 4.2. Above $-\log$[H$^+$]$_{\text{surf}}$ = 4.2, the dissolution flux appears to be strongly dependent on $-\log$[H$^+$]$_{\text{surf}}$ with a slope of approximately unity whereas below $-\log$[H$^+$]$_{\text{surf}}$ = 4.2, the slope is small.

Representative AFM images corresponding to the data points in Figure 4 are shown in Figure 5. A comparison of the images acquired at pH = 4.2 (Figure 5b) and pH = 5.0 (Figure 5a) reveals that there is little difference in the observed surface and step morphology under these two sets of conditions. However, the density of + steps increases by approximately an order of magnitude in going from pH = 5.0 to pH = 4.2 (note differences in lateral scale for Figure 5a and 5b). We also note the presence of numerous monolayer etch pits in the terraces under these conditions. An observable change in the step edge orientation of etch pits is noted when comparing the images taken at pH = 3.2 (Figure 5c) and 2.0 (Figure 5d) to those taken at higher pH. Specifically, the [481]$_-$ and [441]$_+$ steps become vicinal toward [421] whereas the [481]$_-$ and [441]$_+$ steps become vicinal toward [010] in going from pH = 4.2 to pH = 3.15. The velocity of the + steps (determined perpendicular to the step direction), $v_+$, are shown as a function of $-\log$[H$^+$]$_{\text{surf}}$ in Figure 6. Within the limits of experimental uncertainty, $v_+$ does not vary significantly with pH over the entire experimental pH range. It is not surprising that $v_+$ is independent of pH when the dissolution flux is weakly dependent on pH, but it is somewhat unexpected that there is no apparent change in $v_+$ that might correlate with the strong dependence of dissolution flux on $-\log$[H$^+$]$_{\text{surf}}$ in the range 4.2 < pH < 5.0.

4. Discussion

The very weak influence of [H$^+$]$_{\text{surf}}$ on dissolution flux below $-\log$[H$^+$]$_{\text{surf}}$ = 4.2 is consistent with a recent room-temperature dissolution study of magnesite suspensions by Pokrovsky and
Previous results from a variable temperature AFM study of magnesite dissolution in which convective mass transport was not defined showed similar results although the observed dependence of flux on pH in that study was stronger over the same range of bulk pH conditions. An earlier study of magnesite dissolution by Chou et al. showed approximately the same dependence of flux on pH as that observed in the present work. An earlier study of the exchange of protons with surface sites must be relatively fast and that the overall rate of reaction might be best correlated to the concentration of surface adsorbed protons, as we will now examine.

Simple $n^{\text{th}}$ Order Kinetic Model. The data presented in Figure 4 represent the limiting dissolution flux versus surface proton concentration. As discussed above for the case of a simple 1st order heterogeneous rate expression applied to the convective-diffusion problem, we may extend the conclusion to state that the data are not at all consistent with any simple $n^{\text{th}}$ order mechanism. The mechanistic scheme outlined by Compton and Unwin for the dissolution of calcite included the likely sequence of elementary reaction steps that describe the overall dissolution reaction of calcite with protons in acidic solutions. In this scheme, depending on the slowest reaction step, Compton and Unwin concluded that one of three reaction orders (with respect to the surface proton concentration) were possible: $n = 1/2$, $n = 1$, or $n = 2$. Higher orders also would be permissible in this scheme by assuming a larger number of protons involved in the formation of a surface activated complex as proposed by Pokrovsky and Schott. In the scheme described by Compton and Unwin, however, it was assumed that $[\text{H}^+]_{y=0}/K \ll 1$, where $K$ is a proton desorption equilibrium constant, so that only a small fraction of surface sites would be protonated. A more general approach (see below) would account for the case when $[\text{H}^+]_{y=0}/K$ is not small. It is possible to describe our data with a 1st order rate equation over a relatively narrow range of pH, but it should be emphasized that the Compton and Unwin model needs to be evaluated in the case of arbitrary $[\text{H}^+]_{y=0}/K$. Utilizing the concepts of this model enables us to conclude that the exchange of protons with surface sites must be relatively fast and that the overall rate of reaction might be best correlated to the concentration of surface adsorbed protons, as we will now examine.

Langmuir or Surface Complexation Model. Because adsorption of protons to a solid surface is ultimately limited by the total number of available adsorption sites, the kinetics of proton promoted dissolution will in general be a nonlinear function of surface proton concentration except at relatively low adsorption densities. Therefore, we may consider the magnesite surface to consist of a finite number of proton adsorption sites per unit area, $\sigma_{\text{max}}$, where the fraction of available sites possessing an adsorbed proton (i.e., surface coverage, $\theta$) obeys the Langmuir isotherm

$$\theta = \frac{K'_{\text{ads}} [\text{H}^+]_{y=0}}{1 + K'_{\text{ads}} [\text{H}^+]_{y=0}} = \frac{\sigma}{\sigma_{\text{max}}}$$

(16)

where $K'_{\text{ads}}$ is the conditional equilibrium constant (e.g., Casey and Sposito), containing the rational activity coefficients for the surface species and describing the relationship between adsorption density and proton concentration at the surface of the solid. In applying eq 16 to our problem, we make the approximation (i.e., by neglecting the electrostatic free energy contribution to $K_{\text{ads}}$)

$$K'_{\text{ads}} \approx K_{\text{int}}^{-1/2} \gamma_{\text{H}^+}$$

(17)

where $K_{\text{int}}$ is the intrinsic equilibrium constant for the following reaction

$$>\text{CO}_3\text{H} \leftrightarrow \text{H}^+_{\text{surf}} + >\text{CO}_3^-$$

(c)

$$K_{\text{int}} = \frac{[\text{H}^+]_{\text{surf}} [>\text{CO}_3^-]}{[>\text{CO}_3\text{H}]}$$

(18)

In eq 18, parentheses imply activities and the symbol “$>$” implies a surface-attached species. To apply this model to the solution of the convective-diffusion equation, we need to determine the new surface rate equation to use as one of the boundary conditions. If desorption of the protonated surface sites is the rate-limiting step, then eq 10 must be written as

$$J = k_n [>\text{CO}_3\text{H}]^n$$

(19)

where $k_n$ is the empirical $n^{\text{th}}$ order surface kinetic detachment coefficient. For $n > 1$ in eq 19, a more complicated transition state than simple monomeric desorption (i.e., $n = 1$) is inferred. Because we have no means for direct experimental measurement of $[>\text{CO}_3\text{H}]$ in these experiments and recognizing that $[>\text{CO}_3\text{H}] = \theta \cdot \sigma_{\text{max}}$, we can write eq 19 in terms of quantities more readily available

$$J = k'_n (\theta \sigma_{\text{max}})^n = k'_n \left( \frac{K'_{\text{ads}} [\text{H}^+]_{y=0}}{1 + K'_{\text{ads}} [\text{H}^+]_{y=0}} \right)^n$$

(20)

where $k'_n = k_n (\sigma_{\text{max}})^n$. We note that our use of a Langmuir model for the adsorption reaction implicitly ignores the influence of surface potential (or surface proton charge) on $K_{\text{ads}}$. Without reasonable knowledge of $\sigma_{\text{max}}$, it is only possible to determine $k'_n$, the limiting dissolution flux at low pH, and therefore no information regarding the kinetic detachment coefficient, $k_n$, is obtained. A slightly different form from eq 20 is obtained if multiple protonation reactions, with similar equilibrium constants, give rise to the activated complex.

By assuming negligible temperature and pressure dependence to $K_{\text{int}} (= 2.24 \times 10^{-5}$ at 25 °C and 1 atm) up to 60 °C and 10
bar N₂, we utilize the value obtained at 25 °C and ~1 bar by Pokrovsky et al. We may then combine eqs 10 and 20 for the Langmuir model to give

\[
C_{n,i}^{\text{H}^+} = C_{i,k}^{\text{H}^+} + \frac{D_{H^+}(1 + K_{\text{ads}}C_{n,i}^{\text{H}^+})}{k'_{D_{i}^{\text{H}^+}}(K_{\text{ads}}C_{n,i}^{\text{H}^+})^{n} + D_{H^+}(1 + K_{\text{ads}}C_{n,i}^{\text{H}^+})}
\]

(21)

This equation is solved by iteration where the initial value of \( C_{n,i}^{\text{H}^+} \) must be stipulated. The only matrix coefficient modifications necessary to employ the new boundary condition eq 20 are

\[
\frac{D_{H^+}(1 + K_{\text{ads}}C_{n,i}^{\text{H}^+})}{k'_{D_{i}^{\text{H}^+}}(K_{\text{ads}}C_{n,i}^{\text{H}^+})^{n} + D_{H^+}(1 + K_{\text{ads}}C_{n,i}^{\text{H}^+})}
\]

and

\[
\frac{2D_{H^+}^{\text{H}^+} + \lambda_{v,y} + \lambda_{v,p}}{\lambda_{v,y}}
\]

(22)

In the \( n = 1 \) case, the experimental data points from Figure 4 are not well represented (in Figure 7) by the theoretical prediction using the value of \( K_{\text{int}} \) determined by Pokrovsky et al. at 25 °C. Strong enthalpies for proton adsorption (on oxide minerals) are almost always negative (e.g., Casey and Sposito and references therein), implying that \( K_{\text{int}} \) will increase with increasing \( T \) (i.e., Van’t Hoff equation). Therefore, our assumption that there is negligible temperature dependence to \( K_{\text{int}} \) is probably faulty and the result, by including this temperature dependence, would be a shift of the theoretical \( n = 1 \) curve in Figure 7 toward lower pH. This however, does not improve the overall fit to the experimental data. Accounting for any zeroth order reaction \( (k_0) \) would only worsen the fit, so it is apparent that the fit could only be improved by utilizing a larger value of \( n \). Expected results for \( n = 2 \) and \( n = 3 \) are shown in Figure 7. In the \( n = 2 \) case, the experimental points are described by the theoretical predictions better than in the \( n = 1 \) case. The agreement between experiment and model are worse again in the \( n = 3 \) case although now our neglect of the zeroth order process may no longer be justified around pH = 5. Given the uncertainty in \( K_{\text{int}} \) and \( k_0 \) at 60 °C and the relatively few points representing the experimental data, we do not believe a best-fit value for \( n \) should be reported at this time. It is clear however that the preequilibration of the magnesite surface with respect to adsorption of near surface protons describes the general dissolution behavior at least in the range 3.2 < pH < 5.0. The observed doubling in dissolution flux from pH = 3.2 to pH = 2.0 is significant based on the uncertainty of the local flux measurements, but there is no reported experimental evidence elsewhere to suggest that this increase might be associated with protonation of additional surface sites.

Phenomenology of the Surface. From the experimental results above (Figure 6), we have established that the velocity of + steps that define the etch pit shape does not change significantly with \(-\log[H^+]_{\text{in}}\). However, the local dissolution flux, \( J(x, z) \), should be proportional to the product of the step velocity \( v \), and the surface slope \( p \)

\[
J(x, z) = p_{\pm}(x, z) v_{\pm}(x, z) \Omega^{-1}
\]

(2-1)

This is an equivalent form of eq 2. In general, \( p \) and \( v \) are definite functions of position on the surface when mass transport in the bulk plays a role. The experimental data show that we may neglect any positional influences on dissolution flux due to mass transport. Therefore, assuming that microheterogeneities in the surface such as outcropping line defects and stacking faults do not influence the particular observations that we have made, we can write eq (2-1) above as

\[
J = p_{\pm} v_{\pm} \Omega^{-1}
\]

(2-2)

Surface heterogeneities can create a situation where the local flux may be higher in regions where defects exist, but our assumption is that our sampling of the surface structure and kinetics is representative. With step velocity varying little over the range of experimental conditions, the “pH-dependent” observable must be \( p \).

Surface Morphology Considerations Related to Langmuir Model. The strongest influence of pH on dissolution flux was observed in the range 4.2 < pH < 5.0, where the surface step density changes were found to be the principal manifestation of changes in pH. If proton adsorption in this pH range occurs at the step edges, then we would expect that the step velocity would increase with decreasing pH. The observation that step velocity does not change with pH suggests that proton adsorption occurs at adions (i.e., ions adsorbed on top of the terraces) in this pH range. In terms of unsatisfied coordination to the crystalline lattice, we expect this type of situation where the degree of protonation of surface species at a given pH would follow the order: adions > kinks > steps > terraces. In this case, the increase in concentration of protonated adions would increase the undersaturation on the terraces leading to a decrease in the critical size of a two-dimensional nucleus, resulting in larger step density. This is the predicted result regardless of the type of dissolution “mechanism” (i.e., dissolution at dislocations or two-dimensional nucleation). We emphasize here that the change in step orientation within etch pits is not observed.
until the pH drops below pH = 4.2, implying that significant proton adsorption at steps (or kinks) occurs below pH = 4.2. The simple Langmuir model discussed above is therefore only consistent with the AFM observations in this pH range (4.2—5.0) if \( K_{\text{int}} \) at kinks and step edges, \( K_{\text{kinks}} \) and \( K_{\text{steps}} \), is significantly larger than \( K_{\text{int}} \) for adions, \( K_{\text{ads}} \). To describe the change in step orientation that occurs as the pH is decreased below pH = 4.2, a more detailed model that accounts for \( K_{\text{kinks}} \) and \( K_{\text{steps}} \) would need to be devised.

If there is not a canonical progression of adsorption constants, contrary to what we have inferred above, then the fairly simple Langmuir model is more a fortuitous success than a realistic model for describing the dissolution behavior. We base this argument on the Langmuir model assumption that there exists a fixed surface density of potential proton adsorption sites, \( \sigma_{\text{max}} \). When \( \text{pH}_{\text{int}} \gg \text{pK}_{\text{int}} \), these sites are present, here as the majority of \( \sigma_{\text{max}} \) in the unprotonated form. The increase in step density with increase in \( [\text{H}^+]_{\text{int}} \) therefore implies a change (i.e., increase) in \( \sigma_{\text{max}} \) if the steps were involved in the adsorption of protons in the range 4.2 < pH < 5.0, which is contrary to the Langmuir model assumption. A possible pitfall to this line of reasoning is that we do not know the surface concentration of adions, which we have implicitly assumed to be small, relative to the surface concentration of step sites. If these concentrations turn out to be comparable, then any change in step density does not significantly change the number of available sites for adsorption. In this case, the entire surface behaves as a uniform source (not an ideal source, however, as in the case of a bulk diffusion-controlled source) of dissolved components regardless of the distance to the nearest step. The limiting dissolution flux then would be determined by desorption from any part of the surface, suggesting only a minor role of surface morphology in determining dissolution flux.

The particular “mechanism” that governs the rate of magnesite dissolution is not determinable from the discussions above. From the images in Figure 5, one may conclude that etch pits of the multilayer variety are ubiquitous to the surface morphology. The types of defects that give rise to these etch pits may vary in dimension (i.e., finite inclusions, dislocation loops, linear, or planar defects) and in character (i.e., screw, edge, combination, or multiple dislocation). Therefore, the manner in which these defects are etched (i.e., spiral dissolution, two-dimensional nucleation) will ultimately determine the most appropriate model for the dissolution process. Only by assuming that one specific type of defect dominates the dissolution flux over the entire mineral surface may there be a simple integer rate order that appropriately describes the dissolution kinetics.\(^{39}\) This assumption (at least microscopically) was implicit in our treatment of the AFM flux data. Due to the difficulty in observing the etch pit formation process (as opposed to the relative ease at which the sources of growth hillocks may be observed by AFM during precipitation), the only signals we may observe are the step density, step velocity, and step morphology. Therefore, any model we attempt to test should be based upon this type of phenomenology. To develop a more complicated model that accounts for the defects would not be justified, as we have no information on the nature of the defects influencing our observations.

5. Summary

The most appropriate model that we considered for describing the dissolution flux of magnesite in acidic solution is that of a Langmuir (or Surface Complexation) model for proton adsorption. The apparent surface kinetic detachment coefficient, \( k'_n \), was determined from the limiting dissolution flux at \( [\text{H}^+]_{\text{int}} = 0 \gg K_{\text{int}} \) (\( k'_n = 5 \times 10^{-12} \text{ mol cm}^{-2} \text{ s}^{-1} \)). The nth order surface kinetic detachment coefficient, \( k_n \), could not be determined because there are no quantitative experimental data to estimate a value for \( \sigma_{\text{max}} \); hence, the value for \( K_{\text{int}} \) at 60 °C was taken from data obtained at 25 °C. The surface and step morphology based on AFM images at different values of pH suggested that a single \( K_{\text{int}} \) is not sufficient to describe the protonation reaction on the magnesite surface. Instead, the degree of protonation of any particular site (i.e., Adion, kink, step, terrace) at fixed pH will depend on the \( K_{\text{int}} \) for that particular site.
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Appendix A. By assuming reaction a to be at equilibrium, we may write

\[ K_{\text{HCO}_3,\text{H}_2\text{CO}_3} = [\text{H}^+][\text{HCO}_3^-] \]  (A1)

As in Compton and Unwin,\(^{10}\) the rate of change of concentration of the homogeneous species \( \text{H}^+ \), \( \text{HCO}_3^- \), and \( \text{H}_2\text{CO}_3 \) can be written

\[ \frac{d[\text{H}^+]}{dt} = k_{-a}[\text{H}_2\text{CO}_3] - k_{a}[\text{H}^+][\text{HCO}_3^-] \]  (A2)

\[ \frac{d[\text{HCO}_3^-]}{dt} = k_{-a}[\text{H}_2\text{CO}_3] - k_{a}[\text{H}^+][\text{HCO}_3^-] \]  (A3)

\[ \frac{d[\text{H}_2\text{CO}_3]}{dt} = k_{a}[\text{H}^+][\text{HCO}_3^-] - (k_{\text{HCO}_3} + k_{-a})[\text{H}_2\text{CO}_3] \]  (A4)

where \( k_{\text{HCO}_3} \) is the forward rate constant for reaction b, and \( k_{a} \) and \( k_{-a} \) are the respective forward and reverse rate constants for reaction a. Differentiating both sides of (A1) with respect to time, reorganizing and recognizing that the rhs of both (A2) and (A3) are equal leads to

\[ \frac{d[\text{H}_2\text{CO}_3]}{dt} = \frac{([\text{HCO}_3^-] + [\text{H}^+])}{K_{\text{HCO}_3,\text{H}_2\text{CO}_3}} \frac{d[\text{HCO}_3^-]}{dt} \]

Substituting the rhs of this result into the lhs of (A4) and the rhs of (A3) into the rhs of (A4), and solving for \( d[\text{HCO}_3^-]/dt \) results in

\[ \frac{d[\text{HCO}_3^-]}{dt} = \frac{-k_{\text{HCO}_3}[\text{H}^+][\text{HCO}_3^-]}{[\text{HCO}_3^-] + [\text{H}^+] + K_{\text{HCO}_3,\text{H}_2\text{CO}_3}} \frac{d[\text{H}^+]}{dt} \]  (A5)
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